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EIGENVALUE CRITERIA FOR EXISTENCE
OF MULTIPLE POSITIVE SOLUTIONS
OF NONLINEAR BOUNDARY VALUE PROBLEMS
OF LOCAL AND NONLOCAL TYPE

J. R. L. WEBB — K. Q. LAN

ABSTRACT. New criteria are established for the existence of multiple pos-
itive solutions of a Hammerstein integral equation of the form

1
u(t) = /0 k(t,s)g(s)f(s,u(s)) ds = Au(t)

where k can have discontinuities in its second variable and g € L.

These criteria are determined by the relationship between the be-
haviour of f(t,u)/u as u tends to 07 or co and the principal (positive)
eigenvalue of the linear Hammerstein integral operator

1
Lu(t) = /0 k(t, s)g(s)u(s)ds.

We obtain new results on the existence of multiple positive solutions of a
second order differential equation of the form

uw’(t) + g(t) f(t,u(t)) =0 a.e. on [0,1],

subject to general separated boundary conditions and also to nonlocal m-
point boundary conditions. Our results are optimal in some cases. This
work contains several new ideas, and gives a unified approach applicable to
many BVPs.
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1. Introduction

We are interested in the existence of (multiple) positive solutions of differen-
tial equations of the form

—u(t) = g(¢) f(t,u(t)) for a.e.t € (0,1)

under a variety of boundary conditions (BCs) which include separated BCs
and non-local BCs known as m-point BCs. Here g € L*(0,1) and f satisfies
Carathéodory conditions so the problem can be called weakly singular. We seek
solutions via fixed points of the Hammerstein integral operator

(1.1) Au(t) ::/O k(t,s)g(s)f(s,u(s))ds

where the kernel k is the Green’s function for the differential operator —u’" with
the given BCs. Our method is to apply the theory of fixed point index to the
compact operator A defined on some cone K in the Banach space C[0,1]. We
impose fairly weak conditions on the kernel k, which is not symmetric in general.
To show that nonzero solutions exist, one needs to give conditions under which
the fixed point index on some open set in K equals 1, and other conditions
which give the index on some other open set in K to be 0. Such conditions have
previously been given. For example, if f depends only on u and if

(1.2) ulir&rf(u)/u > M, uh_)néo flu)/u < m,

where m < M are computable constants defined in terms of integrals of (¢, s)g(s)
(see later in the paper for precise definitions) then there is at least one positive
(nontrivial) solution. For results for integral equations see [12, §45.4], for sepa-
rated BCs see [4], [14], for 3-point BCs see [23]. Some other authors have made
the stronger assumptions that f is either sub- or super-linear, for example [19],
[20].

This approach to obtaining multiple solutions of BVPs can be traced back
to work of Krasnosel’skii and others, using the well-known theorem on compres-
sion and expansion of a cone, and may be found in [12, §45.4]; note that some
monotonicity assumption is assumed on f(¢,u) and that there is a misprinted
inequality sign in Theorem 45.8 of [12]. Our results are sharper: in the present
paper we show that (1.2) can be replaced by an optimal condition

(1.3) Jim )/ g, T f)/u<

with g1 = 1/r(L), where r(L) is the spectral radius of the compact linear oper-
ator

1
Lu(t) ::/0 k(t,s)g(s)u(s)ds.



EIGENVALUE CRITERIA 93

Under our hypotheses, r(L) is an eigenvalue of L with a positive eigenfunction.
We show that m < p; < M and that these inequalities are often strict, in fact
1/m = ||L|| > r(L), so our results are definite improvements on earlier ones.

To give our existence results we have to prove some new results on the fixed
point index of A which involve the eigenvalue r(L). These new results apply to
very general kernels. When g = 1 and & is symmetric, Liu and Li [18] and Erbe
[4] have proved results involving eigenvalues which are of the same type but by
using entirely different methods. We do not need k to be symmetric and we
allow the term g which can have singularities at arbitrary points in [0, 1].

In one case we have to use an eigenvalue r(L) where

_ b
Lu(t) :z/ k(t, s)g(s)u(s)ds,

for a given subset [a,b] of [0,1]. We prove results which show that, for many
BVPs, r(z) can be replaced by r(L), giving a stronger, best possible result. We
make use of the permanence property of index to obtain the stronger result. In
particular this is so if k£ is symmetric, corresponding to separated BCs. But
the stronger result also applies in other nonsymmetric cases. In particular, our
results apply to so called multi-point (or m-point) BVPs, studied in [2], [3], [7],
[8], [19], [20] and elsewhere, and enable us to give multiplicity results for these
problems. This establishes the existence of multiple positive solutions for these
m-point BVPs under better conditions than have been previously employed.

The only multiplicity results we have seen in the literature for multi-point
BVPs are those of Karakostas and Tsamatos [10], [11], and of Bai and Fang
[2], [3]. Karakostas and Tsamatos treat a nonlocal BVP with very general BCs
given by Riemann—Stieltjes integrals. They have results on the existence of two
or three positive solutions for integral equations with more restrictions on their
kernel than we have, and under conditions on f such as sub- or super-linear
behaviour near 0 or co. These conditions on f are more restrictive than allowing
constants such as m, M; their results are extensions of results of [20]. Bai and
Fang have given multiplicity results for the 1-dimensional p-Laplacian, using
the methodology of Lan [14] and obtaining generalisations of his results. Other
previous results for multi-point problems have only treated the existence of one
positive solution when f is either sub- or super-linear, for example [19], [20].

For two types of 3-point BVPs, existence of multiple positive solutions has
been done in [23]; the results here improve on those of [23]. None of these earlier
works use eigenvalues.

We firstly obtain results for the Hammerstein integral operator in (1.1) under
rather weak hypotheses on the kernel k. We define a suitable cone K and show
that the linear operator L has an eigenvalue (L) with an eigenfunction in this
cone K. We then obtain our results on fixed point index and apply them firstly
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to existence of positive fixed points of the Hammerstein integral operator and
then to BVPs with separated and some nonlocal BCs.

After this paper was completed we saw two very recent papers. Zhang and
Sun, [25] also use index methods related to eigenvalues but only for the m-point
BVPs. They consider the problem

u”(t) + g(t) f(u(t)) = 0,

when g € L! and is continuous and positive on (0,1). They prove some index
results similar to ours but do not use the subinterval [a, b] (see (Cz) below) they
do not consider the general integral equation, and they never discuss conditions
when optimal results can be obtained. We impose weaker conditions, give general
multiplicity results and obtain some optimal results.

In the second recent paper, Y. Li [16] essentially uses fixed point index results
involving the first eigenvalue but he works in the space L2, and, in an essential
way, requires that the linear operator is normal. This type of calculation was
discarded by us in favour of the calculations we give which do not need a normal
operator, see Remark 3.9. Li only gives results for the existence of one positive
solution. He applies the results to Sturm-Liouville BVPs, which is similar to but
more complicated than the separated BCs we include. Our method applies to
these problems too but we do not give details for all possibilities.

Our method involves several new ideas and gives a unified method of attack
for many BVPs. Previous papers dealt with one problem at a time whereas our
method allows us to discuss all problems at once.

2. Integral equations and linear eigenvalue problems

Motivated by BVPs for a differential equation of the form

u”(t) + g(t)f(t,u(t)) =0

we shall consider the existence of (multiple) positive solutions of a Hammerstein
equation of the form

u(t) = Au(t) := /0 k(t,s)g(s)f(s,u(s))ds, te€]0,1].

Our methodology will involve the fixed point index of compact operators and our
conditions will involve eigenvalues of a related compact linear integral operator L,
that is, study of the equation

1
Au(t) = Lu(t) := /0 k(t, s)g(s)u(s)ds.
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We want our integral operators to be well defined and compact in the space
C10,1] of continuous functions endowed with the usual supremum norm. We
make the following hypotheses on g, k, and f.

(C1) k >0 is measurable, and for every 7 € [0, 1] we have
tlim |k(t,s) — k(r,s)| =0 for a.e. s € [0,1].

(Cg) There exist a subinterval [a,b] C [0, 1], a function ® € L]0, 1], and
a constant ¢ € (0, 1] such that

k(t,s) < ®(s) fort e [0,1] and almost every s € [0,1],
k(t,s) > c®(s) fort € [a,b] and almost every s € [0, 1].

(C%) (Ca) holds for an arbitrary choice of a,b with [a,b] C (0,1).

(C3) g® € L'0,1], g > 0 a.e. and f: ®(s)g(s)ds > 0.

(Cyq) f:]0,1] x Ry — R, satisfies Carathéodory conditions, that is, f(-,u)
is measurable for each fixed u € R and f(¢, - ) is continuous for almost
every ¢ € [0,1], and for each r > 0, there exists ¢, € L>°[0,1] such that

0< f(t,u) < ¢n(t) forall u € [0,7] and almost all ¢ € [0,1].

Note that (C;) allows some discontinuity in the kernel which occurs, for example,
in the study of the nonlocal BVP

—u" = f(t,u) u(0) =0, u(l) = av'(n)

studied in [9]. This is yet another BVP that can be treated by our methods.

The condition (C4) means that the singular behaviour of the nonlinearity
is captured by the term g, a typical example being when the nonlinearity is
g(t)f(u) with f continuous. Note that (Csz) implies that g(s) > 0 on a subset
of [a,b] of positive measure but, in general, g could be identically zero on some
subinterval of [0,1] and its singularities can occur at arbitrary points of [0, 1].
Also, (C1)—(Cs) and (C4) together imply that

1
(2.3) tlgl}r/o |k(t,s) — k(7,s)|g(s)ds =0,
(2.4 tim [ k(t,5) = (7, )lg(5)6,(s) ds =0
0

because the integrand is dominated by (a constant times) 2®(s)g(s). We could
replace the pointwise assumption (C;) by the integral properties (2.3), (2.4) but
use the pointwise assumption for simplicity.

Let P = {u € C[0,1] : u > 0} denote the standard cone of nonnegative
functions. To obtain multiplicity results it is convenient to work in a smaller
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cone than P. The above hypotheses allow us to work in such a cone. Let
¢: C[0,1] — R denote the continuous function

(2.5) q(u) = minf{u(t) : t € [a, b]},
and, with ¢ as in (Cs), let
(2.6) K={ueP, qu)=clul}.

This type of cone has been used by, for example, D. Guo and Lakshmikantham
[6], Krasnosel’skil and Zabreiko [12], and more recently by Lan [14], Ma [19], and
Bai and Fang [2], [3], and many authors not mentioned in our bibliography.

REMARK 2.1. When k is continuous on [0,1] x [0,1] and k(¢,s) > 0 for
t € (0,1), s € [0,1] then (Cz) holds for an arbitrary [a,b] C (0,1). In fact we can
take

o= max k(t,s) and c= min
(t,s)€[0,1]x[0,1] tela,b], s€[0,1]

k(t,s)/®.

The interval [a,b] occurring in (Cs) is not unique for if (Cg) holds for some
interval [ag, bp] then it clearly also holds for any smaller interval.

Note that K, g and ¢ depend on the choice of [a, b]. Obviously if one ¢ is valid
in (C3) then so is any smaller ¢, but the largest possible choice of ¢ in (Cg) is
optimal in requiring weaker conditions on f elsewhere. When there is a choice of
interval [a, b], there may be some choice which leads to weaker conditions on f,
see for example [24] for a discussion of these matters for 3-point BVPs.

For much of this work a, b remain fixed and when this is the case we simply
write K, ¢ and c rather than K, 5, ¢qb and cqp.

Our integral operators are compact and leave K invariant, in fact they map
P into K.

LEMMA 2.2. Under the hypotheses (C1)—(Cy) the map A: P — C0,1] defined
in (2.1) maps P into K and is compact.

LEMMA 2.3. Assume that (C1)—(C3) hold. Then L:C[0,1] — C0,1] defined
in (2.2) is compact and maps P into K.

PROOF. The compactness of A, L follows from Proposition 3.1 of [21, p. 164]
since, as [0, 1] is compact, the limit in each of (2.3), (2.4) is readily shown to be
uniform in 7 € [0,1]. To see that A: P — K, for uw € P and t € [0, 1], we have,

1
Au(t)] < / k(t, 5)g(s) f (5. u(s)) ds

| Au] < / B(s)g(s) f (5. u(s)) ds.
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Also, for t € [a, b],

1
Au(t) > ¢ / B(5)g(s) £ (s, uls)) ds.
0
Hence Au € K for every u € P. The same calculation works for L. O

Recall that a cone K in a Banach space X is said to be reproducing if X =
K — K and is a total cone if X = K — K. Writing z(t) = 2% (t) — 2~ (¢) shows
that P is reproducing.

We shall use the Krein—Rutman theorem, using a special case of some more
general results of Nussbaum [22]. We recall that A is an eigenvalue of L with cor-
responding eigenfunction ¢ if ¢ # 0 and Ap = L¢. The reciprocals of eigenvalues
are called characteristic values of L. The radius of the spectrum of L, denoted
r(L), is given by the well-known spectral radius formula r(L) = lim,, o ||L"||/™.

THEOREM 2.4 ([22]). Let K be a total cone in a real Banach space X and
let L: X — X be a compact linear operator with L(K) C K. If r(L) > 0 then
there is o1 € K \ {0} such that Loy = (L)1 .

Thus A\; := r(f) is an eigenvalue of Z, the largest possible real eigenvalue,
and g1 = 1/A; is the smallest positive characteristic value.

LEMMA 2.5. Assume that (C1)—(Cg) hold and let L be as defined in (2.2).
Then r(L) > 0.

Proor. For u € K and for ¢ € [a,b] we have

L) = | " @ (g(s)u(s) ds > clu (/ " ca(s)(s) is).

Then
) = [ "t 9)g(s) ell( [ " @ ()(s) is) | a
> lul( [ " o (9)g(s) d)
and so
Il > 2l > 2t el [ " ()g(s) d)
Hence

b
r(L) = lim | L"[V/" 2/ c®(5)g(s) ds > 0. 0

a

Hence we have the following result.
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THEOREM 2.6. When (C1)—(Cs) hold, r(L) is an eigenvalue of L with eigen-
function 1 in K.

PROOF. r(L) is an eigenvalue of L with eigenfunction in P, by Theorem 2.4.
As L maps P into K, the eigenfunction belongs to K. O

REMARK 2.7. Although K depends on a, b, the eigenvalue r(L) is defined
by the spectral radius formula and is independent of a, b.

Some other constants have previously been used for the type of BVPs we
study. The following estimates shows that we obtain better results in the present

paper.

THEOREM 2.8. Let i1 = 1/r(L) and ¢1(t) be a corresponding eigenfunction
in P of norm 1. Then m < uy < M, where

2.7) m= (t:m /Olk(t7s)g(s) ds)l, M = (teiﬁfb] /abk(t7s)g(s)ds)

If g(t) > 0 fort € [0,1] and k(t,s) > 0 for t,s € [0,1], the first inequality is
strict unless 1(t) is constant for t € [0,1]. If g(t)®(¢) > 0 for t € [a,b], the
second inequality is strict unless p1(t) is constant for t € [a,b].

-1

ProoF. We have, for ¢ € [0, 1],

28) eit) =m / k(t, $)9(s)¢1 () ds < / K(t, $)g(s) ds.

Taking the supremum over ¢ € [0, 1] gives

lg,ulsup/k:ts ds-ﬂ,

te[0,1]

so that m < py. When g(t) > 0 and k(¢,s) > 0, if ¢1 is not constant on [0, 1]
then the inequality in (2.8) is strict.
Secondly we have for each ¢ € [a, b],

b b
o1(t) > / k(t, 8)9()g1(s) ds > pa(er) / k(. $)g(s) ds,

with a strict inequality if ¢ is not constant on [a,b]. Taking the infimum over
[a,b] shows that M > . O

The inequality m < p also follows from the facts that
1
1
L= [ kit 9g(s)ds = o and o(2) < L.
0

In many cases, the inequalities in Theorem 2.8 are strict, we illustrate with
some examples later in the paper. For some BVPs, for example with periodic or
Neumann BCs the eigenfunction is constant and equality holds. For some of our
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results below it is useful to know that there is precisely one positive eigenvalue
of L with an eigenfunction that is positive on (0, 1).

DEFINITION 2.9. We say that L satisfies (UPE) if r(L) is the only positive
eigenvalue of L with an eigenfunction in the cone P.

If L is strongly positive, that is L maps P \ {0} into the interior of P, then
it follows from Theorem 3.2 of [1] that (UPE) holds. In our case, L is strongly
positive if k(t,s) > 0 on [0,1] x [0,1], and g(s) > 0 for almost all s € [0, 1], but
we make weaker assumptions in general.

We now show such a uniqueness result when the kernel £ is symmetric. If
the term g were positive almost everywhere then this is essentially well known
in L? theory.

THEOREM 2.10. Suppose that (C1)—(Cs) hold with g € L' and that k is
symmetric, that is, k(t,s) = k(s,t) for almost all s, t. Then L satisfies (UPE).

PROOF. Suppose there are two positive eigenvalues of L with eigenfunctions
of norm 1 in K, say

1 1
Mgn(t) = / Kt 9)g(s)or(s)ds,  Aaalt) = / K(t,5)g(s)a(s) ds.

Then, for a.e. t, we have

Mr (D (t)g(t) = / a() o2 (1) (t, $)g(s) 1 (5) ds.

Integrating this gives
1 1 1
" / o1 (Dpa(t)g(t) di = / / 902 (D) (2, 5)g(s) o1 (s) ds dt
_ / o)1 (5) ds / K(t, $)pa(t)g (1) dt = / 9()01 () Aaipa(s) ds

by the symmetry of k. The interchange of the order of integration is justified
by Tonelli’s theorem since the iterated integral exists by our assumption g € L*.
Hence,

1
(=) [ pa®pa(tig(e)dt = o
0
Since g(t) > 0 on a subset of [a,b] of positive measure and ¢;(t) > ¢ > 0 for
t € [a,b] we must have A; = Ag. O
3. Fixed point index calculations

If Q is a bounded open subset of K (in the relative topology) we denote by
Q and 0N the closure and the boundary relative to K. When D is an open



100 J. R. L. WEBB K. Q. LaN

bounded subset of X we write Dx = DN K, an open subset of K. For p > 0 we
shall use the open sets
K, ={ue K : |lul < p}.
We use standard properties of the classical fixed point index for compact maps,
see for example [1] or [6] for further information.
A consequence of the properties of index is the following result.

LEMMMA 3.1. Under our assumptions, if x # Ax for x € 0Dp, then
iK,,(A,DNKyy) is independent of [a,b] for which (Cg) holds.

PRrOOF. For each [a,b], we have i, ,(A,D N Kqp) = ip(A, DN P) by the
permanence property since A(P) C K, by Lemma 2.2. a

3.1. Fixed point index and eigenvalues. We now give our new results
on index calculations for A which involve the interplay between the eigenvalues
of L and the behaviour of the nonlinearity near 0 and near infinity. We write
w1 (L) =1/r(L) or simply p; when L is clear from the context.

Notation. Let f satisfy (C4) and let E be a fixed subset of [0, 1] of measure
zero. We make the following definitions.

f(u):= sup f(t,u) f(u):= inf f(t,u)

te[0,1\E - te[0,1\E

f° = limsup f(u)/u, fo = liminf f(u)/u,
w—0—+ u—0+ —

f°° = limsup f(u)/u, foo = liminf f(u)/u.

We should really indicate the dependence on E but, for simplicity, we omit this.
Also we could assume there were two sets F, one for f and one for f, but this is
merely complicating the notation.

THEOREM 3.2. If0 < fO < py, then there exists pg > 0 such that
ik(A,K,) =1 for each p € (0, po].
PROOF. Let € > 0 be such that f° < 1 —e. Then there exists pg > 0 such
that

ft,u) < (u1 —e)u for all u € [0, pp] and almost all ¢ € [0, 1].
Let p € (0, po]. We prove that

(3.1) Au # du foru € 0K, and X > 1,

which implies the result. In fact, if (3.1) does not hold, then there exist u € 0K,
and A > 1 such that Au = Au. This implies

utt) = [ ke, 9)a(5) (s, u(s)) ds= s =) [ Kt 9)a(s)u(s) ds= (g ) L)
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Thus, we have shown u(t) < (u1 — e)Lu(t). This gives
u(t) < (p —e)L[(pr — €)Lu(t)] = (u1 — €)>L2u(t)
and iterating gives u(t) < (u1 — &)™ L™u(t) for n € N. Therefore
1< (1 —e)"IL"]),

and we have )
L (=) Jim L7 = () < 1,
n—oo 1

a contradiction. It follows that ix (A4, K,) = 1. O

THEOREM 3.3. If0 < f°° < uq, then there exists Ry such that

ik(A,Kr)=1 for each R > Ry.

PROOF. Let € > 0 satisfy f*° < pu3 —e. Then there exists R; > 0 such that
ft,u) < (1 —e)u for all uw > R; and almost all ¢ € [0,1].
By (C4) there exists an L function ¢; such that
f(t,u) < é1(t) for all u € [0, Ry] and almost all ¢ € [0, 1].
Hence, we have
ft,u) < (u1 —e)u+ ¢1(t) for all w € Ry and almost all ¢ € [0, 1].

Since 1/p; is the radius of the spectrum of L, (I/(u1 —e) — L)~! exists. Let

C:/01<I’(s)g(s)¢1(s)d8 and R0:<N11_€I—L>_1<MC:E>.

We prove that for each R > Ry,
(3.3) Au # M for all w € OKg and A > 1.

In fact, if not, there exist u € dKg and A > 1 such that Au = Au. This, together
with (3.2), implies

u(t) < (1 — &) Lu(t) + C.
This implies

-1
( ! IL>u(t) < ¢ and u(t) < < ! IL> < ¢ >R0.
H1—€ H1—€ 1 —¢€ 1 —€

Therefore, we have ||u]| < Ry < R, a contradiction. It follows from (3.3) and
properties of index that ik (A, Kg) =1 for every R > Ry. O
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THEOREM 3.4. If pi3 < fo < 00, then there exists po > 0 such that for each
p € (0,po], if u# Au for uw € OK,, then ix(A, K,) =0.
PrOOF. Let € > 0 satisfy fo > p1 + €. Then there exists pg > 0 such that
(3.4) ft,u) > (p1 +e)u for all u € [0, po] and almost all ¢ € [0, 1].
Let p € (0, po]. We prove that
u# Au+ B forall u € 0K, and 8 > 0,

where ¢; € K is the eigenfunction of L with ||¢1]] = 1 corresponding to the
eigenvalue 1/p1, which implies the result. In fact, if not, there exist v € 0K,
and § > 0 such that u = Au + Bp;. This implies u > (1 and Lu > GLp; >
(8/p1)¢1- Using this, together with (3.4), gives

B
u > (p1+e)Lu+ Bpr > (1 + 5);@1 + Bp1 > 2B
1
Repeating the process gives u > nf¢; for n € N, a contradiction. O

Our next index result is a little different, we do not use the eigenvalue r(L)
but the eigenvalue of a related linear operator L= z(a,b). We shall see later
that there are many cases when we can use (L) but we do not know whether
this is always the case. Under the hypotheses (C1)—(Cs) let L be defined by

_ b
Lu(t):/ k(t,s)g(s)u(s)ds.

Then L is a compact linear operator and L(P) C K. Hence (L) is an eigenvalue
of L with an eigenfunction @1 in K. Let 7 := 1/r(L). Note that py > p1, hence
the condition in the following theorem is more stringent than if we could use r(L).

THEOREM 3.5. If i1 < foo < 0o. Then there exists Ry such that for each
R > Ry, if u# Au for u € OKRg, then ix (A, Kgr) =0.

PROOF. Let R; > 0 be chosen so that f(t,u)/u > pp for all u > cRy, ¢ as
in (C2) and almost all t € [0,1]. We claim that v # Au 4+ @y for all § > 0
and u € OKr when R > R;. Note that for v € K with ||u|| = R > Ry we have
u(t) > cRy for all ¢ € [a,b]. Now, if our claim is false, then we have

1
ut) = [ blt,)9(5) (s, u(s)) ds + 550
0
Therefore,
b ~
(35) )z [ Kts)g(o)muls) s+ 551(0) = mLu(t) + 55 (1).
From (3.5) we firstly deduce that u(t) > 5@ (t) on [a,b]. Then we have

fin Lu(t) > i L(B31 (1) = Ba(t).
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Inserting this into (3.5) we obtain u(t) > 20¢;(t) for t € [a,b]. Repeating this
process gives
u(t) > npBp(t) fort € [a,b], n € N.

Since @1 (t) is strictly positive on [a, b] this is a contradiction. O

3.2. A stronger index result. We can give an optimal result when (C3)
holds, that is a can be arbitrarily near 0 and b arbitrarily near 1, which does
occur for many BVPs, see Remark 3.9below. So suppose that for each a > 0,
b < 1 there are functions ®, p, constants ¢, > 0 such that (C3) and (Cs) hold.
Take sequences {a, }, {b,} such that a,+1 < ay, b, < bp4+1 and a,, — 0, b, — 1.
Let ¢, :=cq,, b, and

K,=Kq, p, ={u>0: [mibn]u(t) > cnllu|l}-

ang n

Define L,:C]0,1] — C0,1] by

bn
Lnu(t):/ k(t, s)g(s)u(s)ds.

n

Then L,, is compact and maps P into K,, and we obtain r(L,,) > 0 by Lemma 2.5.

THEOREM 3.6. Suppose (Cy1), (C5) and (Cg) hold. Then {r(Ly)} is increas-
ing and bounded above by r(L).

ProOOF. It suffices to prove 7(L1) < r(Lg) by merely changing notation. For
u € C[0,1] we have

by b2
[Liu(t) < [ k(t s)g(s)u(s)lds < [ k(t, s)g(s)|u(s)| ds = La|u(t)].

ai az

Also
[Lu(t)] < La|Lyu(t)] < La(Lelu(t)]) = L3lu(?)].
We obtain a similar expression for each integer m > 1. Hence
(L7 u(t)] < Ly fu(t)| < [1L5"[[|[ull,
so | LT < ||L%*||. By the spectral radius formula the result is shown. O

THEOREM 3.7. Under the same assumptions as in Theorem 3.6, if L satisfies
(UPE), then, with L,, as defined above, r(L,) — r(L).

PROOF. We can write Lu(t) = Lyu(t) + Enu(t) where

apn 1
E,u(t) :/0 k(t, s)g(s)u(s) ds—i—/b k(t,s)g(s)u(s)ds,

so that ||E,|| — 0. Let ¢, be an eigenfunction of L,, of norm 1 in K, corre-
sponding to 7(L,). Then
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As ||¢n]l = 1 and L is compact, {r(L,)en} has a convergent subsequence. Since
{r(Ly)} is increasing and bounded it follows that r(L,) — A¢ > 0. Hence ¢,
has a convergent subsequence, say @,, — o, where ||@o|| = 1 and ¢o > 0 on
[0,1]. Then Aopo = Leg, so by the uniqueness assumption (UPE), A\g = r(L).O

For clarity of notation we now let [ag,by] denote a fixed interval for which
(C2) holds and let Ky denote the corresponding cone. We write Ko g = KoNBg,
where Bp is the open ball of radius R.

THEOREM 3.8. Under the same assumptions as in Theorem 3.6, suppose
also that L satisfies (UPE). If u1(L) < foo < 00 then there exists Ry such that
for R> Ry, if u # Au for u € 0Ky g, then ik,(A, Ko,r) = 0.

PROOF. Let € > 0 be such that foo > pi(L) 4 € and choose aq, by so that
w1 (L) — p1(L(ar,b1)) < e. Then foo > p1(L(a1,b1)) and Theorem 3.5 implies
that ix(q, ,)(A, K(a1,b1) N Br) = 0. By Lemma 3.1 the result is shown. O

REMARK 3.9. By Theorem 2.10 and the remarks preceding that theorem,
this result holds whenever L is strongly positive and also whenever k is sym-
metric. Hence our result includes that of Liu and Li [18] and of Erbe [4] who
do not have the term g(¢) and consider only separated BCs. However Erbe does
consider a Sturm-Liouville differential operator rather than —u". This case also
follows from our methods but we give only the simpler case when it is possible to
explicitly calculate the constants that occur. We shall see below that our result
also holds for some well studied nonlocal boundary conditions.

4. Existence results for integral equations

We first give a new result on existence of at least one nonzero positive solution
for the equation

1

(4.1) u(t) = Auft) == / k(t, $)g(s)f(s,u(s)) ds, ¢ € [0,1].
0

We now choose a fixed [a, b] and corresponding cone K.

THEOREM 4.1. Assume that (C1)—(Cy4) hold and that one of the following
conditions holds:

(Hi) 0< f° < pa(L) and fir (L) < foo < 00.

(Hz) 0 < f* <pa(L) and pi(L) < fo < oo.
Then (2.1) has a solution u € K with p < |ju|| < R for some 0 < p < R. When

L satisfies (UPE) and (C3) holds, we may replace i1 (L) by p1(L) in (Hy).

PROOF. Assume that (H;) holds. By the first part of (H;) and Theorem 3.2,
there exists p > 0 such that ix (A, K,) = 1. By the second part of (H;) and
Theorem 3.5, there exists R > p such that either A has a fixed point on dKg or
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ik (A, Kg) = 0. In the second case, A has a fixed point v € K with p < |lu|]| < R
by properties of index. The proof is similar when (Hy) holds. The last part
follows from Theorem 3.8. d

REMARK 4.2. Note that ix (A, K,) = 1 implies there is a fixed point in K,
but this may be 0, we are interested in nontrivial solutions. By the estimates
of Theorem 2.8, Theorem 4.1 improves Corollary 2.3 in [13]. It also includes
a result in [4].

To obtain the existence of multiple positive solutions we shall use some known
results from [13]. Define Q, = {z € K : q(x) < ¢p}, where ¢ is defined in (2.5)
and c is as in (Cg). Better results are obtained by considering the index on this
open set than by using sets of the form K,,.

We do not give the most general result but state just a more easily checked
version of the results of [13]; the more general result can be easily constructed
by the reader.

When f depends only on u, we define

fOr =sup{f(u)/p: 0<u<p},  fep,=Mf{f(u)/p:cp<u<p}
In terms of these numbers the following index result holds.

LEMMA 4.3.
(a) Suppose there is p > 0 such that fO° < m, m as in (2.7). Then x # Ax
on 0K, and ix (A, K,) = 1.
(b) If fep,p > cM, where ¢ is as in (Cq) and M is as in (2.7), then x # Az
forx € 0Q, and ix(A,Q,) =0.

We now give new results on the existence of at least two positive solutions
of (4.1).

THEOREM 4.4. Assume that (C1)—(Cy) hold together with one of the follow-
ing conditions:

(S1) 0< fO < 1, fepp > cM for some p>0, and 0 < f>° < py.

(S2) p1 < fo < o0, fOP <m for some p >0, and fiy < foo < 00.

Then (4.1) has two nonzero solutions in K. When L satisfies (UPE), we may
replace j11 by p1 in (Sa).

PRrROOF. Assume that (S;) holds. By Theorems 3.2, 3.3, there exist py €
(0,cp) and R € (p,00) such that ix(A4,K,) = 1 and ix(A,Kr) = 1. By
Lemma 4.3, we have ix(A4,9Q,) = 0. Since py < cp, we have K,, C K., C £,.
By the additivity property of index, A has a fixed point z; in 2, \Fpl. Similarly,
A has a fixed point x5 in K\ Q,. When (S2) holds, either there are fixed points
on 0K ,, for py < p sufficiently small and on 0K for R > p sufficiently large,
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or a similar fixed point index argument applies. The last part follows from
Theorem 3.8. g

REMARK 4.5. Theorem 4.4 improves Corollary 2.2 in [13], where m, M are
used in (S;) in place of the better constant pq. It is possible to state similar
types of results for the existence of 3,4,... solutions by adding to the lists in
(S1) or (S2) above. We write a result for at least 3 solutions for some BVPs in
Theorems 5.3, 6.1 as illustration, but we leave the general case to the reader who
may refer to [12], [14] to see the kind of statements that can be made.

5. Separated boundary conditions

We consider the existence of one or several positive solutions for a second
order differential equation of the form

(5.1) u”(t) + g(t) f(t,u(t)) =0 a.e. on [0,1],
subject to the following general separated boundary conditions.

au(0) — fu’(0) = 0,
~yu(l) + du/(1) = 0,

where a, 3,7,0 > 0and I' := y8 + ay + ad > 0.
(5.2) contains the following well known BCs.

(B1) u(0) =u(1) =0.

(B2) u(0) =u'(1) =0.

(B3) v/(0) =u(1) =0.

(B3) u(0) =0 and yu(l) = —du/(1) with v,4 > 0.
(B5) u(1) =0 and au(0) = fu/(0) with o, 5 > 0.
(Bs) u

(BY) u

(5.2)

B

B '(0) =0 and yu(1l) = —du'(1) with v,6 > 0.
B}) v/(1) =0 and au(0) = fu/(0) with «, 3 > 0.
Let k be the Green’s function for the equation —u" = 0 subject to the BC
(5.2). It is well-known that k: [0, 1] x [0,1] — Ry is given by
Kt.s) = 1{ (v+0—v)(B+as), if0<s<t<1,

(5.3)
(B+at)(y+6—ns), f0<t<s<l.

(5.1)—(5.2) can be studied via the Hammerstein integral equation

1
(5.4) u(t) = /0 k(t,s)g(s)f(s,u(s))ds = Au(t), te€]0,1].

We verify that k satisfies (C3). In fact, we may always choose a, b as follows.

(I) Choose a,b € [0,1] such that —f3/a < a < b < 14§/, where f/a = o0
ifa=0and §/y=o00if y=0.
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We may take ®(s) = k(s, s), and ¢ to be given by

(I) ¢ =min{(y + 3 —7b)/(y +9), (B + aa)/(a + B)}.

In particular, [a,b] can be an arbitrary subinterval of (0,1) in every case.
Since also k is symmetric, by theorems 2.10, 3.8 we may always use (L) in our
results for these BCs rather than sometimes having to use r(L).

For a general function g, it may not be simple to determine the principal
eigenvalue of the linear integral operator corresponding to (5.4), but we now
assume that g(t) = 1 and obtain the eigenvalue by a direct calculation from the

differential equations.

THEOREM 5.1.

(a) If the BC is (By), then uy = ©2 and ¢(t) = sin(rt).
(b) If the BC is (By) or (BY), then uy = (7/2)%.

(c) If the BC is (B3) or (Bf), then (7/2)? < puy < 2.
(d) If the BC is (By) or (B}), then 0 < py < (7/2)2.

ProoF. Finding an eigenvalue of the integral operator L corresponds to
finding a nonzero solution of the equation

(5.5) w4+ pu=0

subject to the boundary condition (5.2).

Nonzero solutions only exist if y; > 0. Equation (5.5) has general solution:
(5.6) u(t) = Acoswit + Bsinwit, t€[0,1].

where w? = y;.

(a) (By) gives A =0, and B = 1 with sinw; = 0. It follows that w; = 7 and
w1 = m2. The corresponding eigenfunction is ¢(t) = sin(rt)

(b) (B2) gives A=0, B=1 and cosw; = 0. Thus w; = 7/2 and p; = 72/4.
The eigenfunction is ¢(t) = sin(nt/2).

(c) (Bs) gives 1 = wf where w; is the root of the equation tan(w) = —dw/~.
The value of w; may be found numerically in any given case. We note that we
always have 7/2 < wy; < 7 and 72/4 < py < 7% and @(t) = sin(w;t).

(d) If u # 0 satisfies (By), then p1 = w? where w; is the root of the equation
wtan(w) = «/J, again to be found numerically. Hence, 0 < w; < 7/2 and
0 < py < 72/4 and ¢(t) = cos(wit) .

The other BCs are equivalent to these ones via the change of variable from
ttol—t. U

Let m, M be as defined in 2.8 which showed that m < p; < M. The following
examples illustrate their values.
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EXAMPLE 5.2. (a) Under (B;), we have m = 8 and if a = 1/4 and b = 3/4,
then M = 16. Hence, we have

m=8<pu =n><M=16.

Note that, for an interval [a,1 — a] the choice of [1/4,3/4] is optimal in giving
the smallest M, see [15].

(b) Under (Bsz), we have m = 2 and if a = 1/2 and b = 1, then M = 4.
Again this choice of [a, ] is optimal. Hence, m =2 < puy = 72/4 < M = 4.

We can now easily state new existence results for multiple positive solutions
for these BCs using Theorems 4.1, 4.4 and their extensions, but we only give a
more easily verified version of the result for the existence of at least 3 solutions
as an illustration and leave other cases to the reader.

THEOREM 5.3. The BVP (5.1), (5.2) has at least three positive solutions
if either of the following list of conditions hold, where py = 1/r(L) for the
corresponding linear integral operator.

(T1) There exist 0 < p1 < cpa < 00, such that
M1<f0§ooa f07p1 <m, fcpz,ﬂ2>CMa ngoo<lu1.
(T2) There exist 0 < p1 < pa < 00, such that

0< %< i, fepr,pr > M, o2 <m, oy < foo < 0.

PROOF. Suppose that (T7) holds. By Theorem 3.4 there exists pg > 0
sufficiently small so that either u = Au for u € 9K,,, or ix (A, K,,) = 0. In the

second case we have
ix(A, K, \Fpo) =1, and ix(A4,Q,, \?m) = —1.

This gives two nonzero solutions. Also, by Theorem 3.8, there is R sufficiently
large such that either u = Au for u € OKg, or i (A, Kg) = 0. This gives a third
nonzero solution, either on K or in K\ ©2,,. In the first case we have a first
nonzero solution on 0K ,, rather than in K, \ K, and then the proof proceeds
as before. When (T3) holds the proof is similar. O

We note that our results are improvements of previous work, for example we
improve on Theorem 3.4.5 in [6, p. 214], but their result does allow f to take
negative values. Our results also generalize Corollary 3.1 in [13], Theorems 1
and 2 in [18], Theorem 2.4 and Corollary 2.5 of [4], and Theorem 4 in [5]. Li and
Han [17] give a result for two positive solutions for the BCs u(0) = 0,u(1) = 0
by using a generalization of the Leggett—Williams theorem. They use the value
72 by a direct calculation but do not mention that this is u1, the eigenvalue.
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6. Nonlocal multi-point BVPs

Some nonlocal BVPs known as multi-point BVPs have been studied exten-
sively by Gupta and co-authors, see for example [7], [8]. We consider the case
when the nonlinearity does not depend on the first derivative, and the BVPs are
of the form

(6.1) —u(t) = g(0)f(t,u(t), te(0,1),

with one of the boundary conditions

(6.2) 4'(0)=0, wu(l)= Zaiu(m), 0<m <1land o >0, Zai <1,
i=1 i=1

(6.3) w(0)=0, wu(l)= Zaiu(m), 0<m <1land a; >0, Zami <1
i=1 i=1

Here we suppose 0 < 1 < --- <y, < 1, where m > 1. These problems are
called (m + 2)-point BVPs. The study of existence of a positive solution of such
problems has been done by Ma [19] but only when f is either sub- or super-
linear. More general BCs have been studied in [20], again for f either sub- or
super-linear. Multiple positive solutions for both 3-point cases has been done by
Webb [23]. Multiple positive solutions for the 1-dimensional p-Laplacian with
the BC (6.3) and with a more complicated version of BC (6.2) have been given by
Bai and Fang in [2], [3] by following the methodology of [14] and utilising some
results of Ma [19], to obtain generalisations of [14]. However, they do not employ
eigenvalues. Our results improve the work of [19] by allowing more general
behaviour of the function f and establishing existence of multiple solutions. In
the special case p = 2 our results also improve on those of [2], [3]. We illustrate
this with some specific numbers below.

To apply our results to these m-point problems it is necessary to show that
(C2) holds for the corresponding kernel. Explicit forms of the kernel have been
given in [7], [8].

However, it seems to be a tricky calculation to verify (Cs) from these explicit
forms, so we make an observation which simplifies the calculation.

For the BC (6.2) let Ay = >, oy < 1. We seek a solution of —u"(t) =
f(t,u(t)) with the BC (6.2) via the integral operator A; defined by (see [8])

1

ot = [ [ =1t as

- g}ai /Om(m - S)f(Sau(S))dS} - /Ot(t —5)f(s,u(s))ds.
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Our observation is that A; can be written as follows.

1 [
1_A1/0 > aihi (i) f(s,u(s)) ds
i=1

1
+Ammwwmmm

(6.4) Apu(t) =

where

hn(t, ) 1—t fors<t,
1t,8 =
1—s fors>t,

is the kernel for the BCs u/(0) = 0,u(1) = 0. This is readily checked. Therefore
the kernel may be written

(6.5) ko (t,5) =

1 m
D i (s, 8) + It s).
1-M=

However, for the kernel h; it is easy to check that there are ®, [a, b], ¢ such that
hi(t,s) < ®(s) and hy(t,s) > c¢®(s) for all t € [a,b] where a > 0 and b < 1 may
be arbitrary. In fact we may take a = 0,0 < 1 and ®(s) =1 —s with c=1—b.
This also follows from the general separated BC case.

We now can see that, for the m + 2-point problem, we may take an arbitrary
[a,b] C [0,1]. In fact, from (6.5), we have

ki(t,s) < (1 _1A1>(I>(5) for s,t € [0,1],

and ki (t,s) > hi(t,s) > c¢®(s). Also if we choose a € [0,71],b € [m, 1), then we

have
kl(t,s)20< ! )@(s) for s € 0,1], t € [a, b].
-1,

In other words, we have flexibility to choose [a, b] to best suit our needs but we

do not search for an optimal choice here.
Similarly, for the BC (6.3) we have, [7],

Asu(t) = - _1A2 UO {1 — 8)f (s, u(s)) ds

iméﬂ%m@mmﬂékm@mm@

where Ay = Y7 a;m; < 1. We observe that the corresponding kernel can be

written

t m
(6.6) ka(t,s) = 17— A ;aih2(%8) + ha(t, s)
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where

s(1—1t) fors<t,

hQ(tv S) =

t(1—s) fors>t,
is the kernel corresponding to the BCs w(0) = 0, u(1) = 0. Again for the
kernel hg it is easy to check that we may choose a > 0, b < 1, ®(s) = s(1 — s)
and ¢ = min{a,1 — b}. For the m + 2-point problem we may take arbitrary
[a,b] C (0,1) and, as above, we verify that (Cz) holds.

Now let L; = fol ki(t,s)g(s)u(s)ds for i = 1,2 be the corresponding integral
operators.

From the above we see that L, is strongly positive, when g is positive almost
everywhere on [0, 1], hence r(L;) > 0 and (UPE) is satisfied. Lo is not strongly
positive even for g = 1 since Lou(0) = 0. But we shall show below that, when
g = 1, Lo does satisty (UPE), see Subsection 6.2. Hence we can apply our results
above to obtain multiple positive solutions. We state just one such result leaving
the obvious statements of other results to the reader.

THEOREM 6.1. The the BVP (6.1), with the BCs (6.2) has at least three pos-
itive solutions if either of the following list of conditions hold, where 1 denotes
1/r(Ly) for the corresponding linear operator with kernel defined in (6.5).

Ty) There exist 0 < p1 < cpy < 00, such that
P
,LL1<f0§OO, fO,p1 <m7 fCPQ,[)2>CMa ngoo<:u‘1
(T2) There exist 0 < p1 < pa < 00, such that

0§f0</J17 fcp1,ﬂ1>CMv fO,p2<m7 /j1<foo§00o

When g is positive almost everywhere in [0,1] the result holds with fiy(Ly) re-
placed by p1(Ly) in (T2). The same result holds for the BVP (6.1), with the BCs
(6.3) with py standing for 1/r(Ly). When g = 1 we may replace fiy (Ly) in (Ts)
by p1(La).

The proof is the same as that of Theorem 5.3. This gives improved versions
of the results of [2], [3] specialised to p = 2. However they also have a more
complicated BC at 0. We could also give results for that BC using our general
approach, but we omit the tedious calculations.

It is useful to know the values of the principal eigenvalue that occurs in each
problem but it is not clear how to calculate this from the integral equation with
a nonsymmetric kernel. We assume that g(t) = 1 and obtain the eigenvalue from
the differential equations.

6.1. BVP (6.2). The problem u” 4+ w?u = 0, with BC (6.2) has nontrivial
solutions of the form ((t) = cos(wt). The principal eigenvalue is w} where w; is
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the smallest positive solution of the equation

m

(6.7) cosw = Z a; cos(n;w).

i=1

Letting f(z) :=cosz — Y i~ | a; cos(n;z) we see that
FO)=1-)"0a:>0, f(r/2)=- aicos(nm/2) <0
=1 i=1

hence there is a solution between 0 and 7/2. The corresponding eigenfunction
©1(t) = cos(wit) > 0 on [0,1] and 0 < py < w2/4, the actual value would have to
calculated numerically from (6.7). Since f'(z) < 0 on (0,7/2) there is precisely
one zero of f in [0,7/2] so any other positive eigenvalue has an eigenfunction
which must change sign on [0, 1].

6.2. BVP (6.3). The problem u” + w?u = 0, with BC (6.3) has nontrivial
solutions of the form ¢(t) = sin(wt). The smallest positive w is the smallest
positive solution of the equation

(6.8) sinw = Z a; sin(n;w).
i=1

Letting g(z) :=sina — ., o; sin(n;z) we have

g(0)=0, ¢(0)=1-Y an; >0, and g(m)=—> a;sin(nm) <0
i=1 i=1

Thus there is a solution between 0 and w. The corresponding eigenfunction
¢1(t) = sin(w1t) > 0 on [0,1] and 0 < p3 < 72. The precise value of p; would
be found numerically from (6.8) in a given case. We also show explicitly that g
has no other zeros on [0, 7]. In fact

m
g/(x) = COST — Z Q;1); COS(??Z'SU)
i=1
has precisely one zero on [0, 7/2] since > i, a;nm; < 1, using the argument above
for (6.2). On [r/2, 7], as cos is decreasing, cosz < cos(n;x) and

J(x) = (1 - Z ami) cos(z) + Z a;n;(cos(x) — cos(n;x)).

Since 0 < >~ a;m; < 1 we obtain ¢'(x) < 0 on (7/2,7). Thus ¢’ has precisely
one zero in (0,7) and therefore g has at most two zeros on [0, 7]. One of these
is 0 the other is the unique positive solution with a positive eigenfunction.

REMARK 6.2. The conditions >/, a; < 1 for the BCs (6.2) and Y /", c;m;

< 1 for BCs (6.3) are optimal. This may be seen from the 3-point cases. For
BC (6.2), if @ > 1 there is no positive eigenvalue with a positive eigenfunction.
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Also, in the 3-point case for BC (6.3), if an > 1 it may be checked that there is
no positive eigenvalue with a positive eigenfunction.

EXAMPLE 6.3. By way of illustration, we now compute a few numbers for

the 3-point problem with the BC «/(0) = 0, u(1) = au(n). We first take n = 1/2,
a = 3/4. Then w; is the smallest positive solution of the equation

cos(w) = (3/4) cos(w/2).

Hence we find wy = 0.8103, p; = 0.6565 (rounded to 4 decimal places). We also
need to compute m, M. In [24], [a,b] is found so as to make M, ; as small as
possible. Using these expressions we get

m =8/13 = 0.6154, p; =0.6565, M =0.8163 (to 4 decimal places).

Taking the formulae from [3] and applying them to the special case that we have
here, their corresponding numbers are

me:8/13, MBF:8/9:0.8889.
Secondly we take nn = 3/4, a = 1/2. From [24], we get
m = 32/23 = 1.3913, My, = 64/25 =2.56 and 1y = 1.6382.

The corresponding number calculated from the formulae in [3] is Mpp = 32/7 =
4.5714.

Hence our numbers m, M are better than those of [3]. Of course we also use
p1 which gives even better results whatever [a, b] is chosen.

EXAMPLE 6.4. We also give some numbers for the BC (6.3) and compare
them with the numbers found in [2]. In this case Bai and Fang do not get
the optimal m because they discard two negative terms in one of their index
calculations, but their M is optimal when « > 1 but not in other cases (see
[24]). When o = 1/2,7 = 1/2 we obtain, using a notation and formula from [24],
m = 288/49 = 5.8776, mpr = 1.5, M(n,b3) = 8, Mpr = M(n,1) = 12, and
w1 = 6.9497.

REMARK 6.5. Our results can be applied to obtain existence of one or several
positive radial solutions in an annulus for the equation
(6.9) Au+ h(lz))f(u) =0, |z| € [R1, R, © €R", n > 2.
with either local or nonlocal boundary conditions. The local BCs are of the form
au(x) + f'0u/dr(z) =0 on |z| = Ry,
(6.10) (z) /Or(z) 2| = Ro
yu(z) — §'Ou/or(x) =0 on |z| = Ry,

where r = |x|, Ou/Or denotes differentiation in the radial direction and «, 3,7, ¢’
> 0 with 78’ + ay + ad’ > 0.
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For positive radial solutions we can write (6.9)—(6.10) in the form

-1

u'(r) 4+ h(r)f(u(r)) =0 ae. on [Ry, Ro].

It is known that (6.11) and the corresponding BCs can be transformed into (5.1)—

(5.2), see for example [15] for explicit formulas to achieve this. Similarly we can
deal with nonlocal BCs that transform into (6.2) or (6.3). We do not state the
large number of obvious theorems that may be written.
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