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REMARKS TO THE VIETORIS THEOREM

Wojciech Kryszewski

1. The Vietoris theorem

In 1927 L. Vietoris [32] proved his famous theorem stating that a contin-
uous surjective map with fibres acyclic with respect to the homology theory
constructed in [32] (based on the notion of true cycles and applicable to metric
spaces) induces an isomorphism of the homology groups. Vietoris’s homology
theory developed into the Čech homology groups of compact spaces and Čech
cohomology groups for arbitrary spaces. The Vietoris theorem evolved as well
and the following remarkable result was established (see [2], [3]).

Theorem 1.1 (Begle, 1950). Let X, Y be paracompact spaces, G be an
abelian group and let f : X → Y be a continuous closed surjection. If there is
an integer N ≥ 0 such that, for each 0 ≤ k < N and y ∈ Y , Ȟk(f−1(y);G) =
Ȟk(∗;G), then the homomorphism f∗ = Ȟk(f) : Ȟk(Y ;G) → Ȟk(X;G), in-
duced by f , is

(i) an isomorphism if 0 ≤ k ≤ N − 1;
(ii) a monomorphism if 0 ≤ k ≤ N .

Above Ȟ∗( · ;G) stands for the Čech cohomology theory with coefficients in
the group G and ∗ is a one-point space.
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Perhaps the most elementary proof of this result was given by J. D. Lawson
[19] in 1973. He showed that it is a simple consequence of his main theorem
stating that any two taut cohomology theories on a paracompact space coinciding
on points are isomorphic.

In 1964 Sklyarenko [27] obtained a significant generalization of the Vietoris–
Begle theorem. Let again f : X → Y be a closed surjection and let A be a sheaf
of abelian groups over Y . For an integer k ≥ 0, define

s0(f ;A) := {y ∈ Y | H0(f−1(y);A∗) 6= Ay},
sk(f ;A) := {y ∈ Y | Hk(f−1(y);A∗) 6= 0}1

(H∗( · ;A) denotes the cohomology theory with coefficients in the sheaf A) and,
for an integer N ≥ 1, let

iN (f ;A) := inf{n ≥ 0 | max
0≤k≤N−1

{rdY (sk(f ;A)) + k}+ 1 < n}.2

If there is no n ≥ 0 such that rdY (sk(f ;A)) + k+ 1 < n for 0 ≤ k ≤ N − 1, then
we put iN (f ;A) =∞. Additionally, let

i0(f ;A) = −∞, i(f ;A) = sup
N≥0

iN (f ;A).

Theorem 1.2 (Sklyarenko, 1964). If there is N ≥ 0 such that iN (f ;A) ≤ N ,
then, for q ≥ 0,

f∗ = Ȟq(f) : Hq(Y ;A)→ Hq(X;A∗)
is an epimorphism if q = iN (f ;A)−1, an isomorphism if iN (f ;A) ≤ q ≤ N −1
and a monomorphism if q = N . If i(f ;A) <∞, then f∗ is an epimorphism for
q = i(f ;A)− 1 and an isomorphism for q ≥ i(f ;A).

Remark 1.3. (i) In particular, suppose that B is a closed subspace of Y ,
A = f−1(B) and G is an abelian group; if we let the sheaf A be constant
and equal to G over Y \ B and 0 over other points of Y , then Hq(X;A∗) =
Ȟq(X,A;G) and Hq(Y ;A) = Ȟq(Y,B;G) for any q ≥ 0. Thus if, for some
N ≥ 0, m = inf{n | max0≤k≤N−1{rdY (s) + k} + 1 < n} ≤ N , where s = {y ∈
Y \ B | Ȟk(f−1(y);G) 6= Ȟk(∗;G)}, then f∗ : Ȟq(Y,B;G) → Ȟq(X,A;G) is
an epimorphism for m − 1 ≤ q ≤ N − 1 and a monomorphism for m ≤ q ≤ N .
If, for 0 ≤ k ≤ N − 1, the sets {y ∈ Y \ B | Ȟk(f−1(y);G) 6= Ȟk(∗;G)} are
empty, then above m = 0 and we obtain a relative version of the Vietoris–Begle
theorem.

1Ay denotes the fibre of A over y ∈ Y . A sheaf over the whole space and those induced
by it over subspaces are denoted by the same letter. By A∗ we denote the inverse image of A
under f .

2For A ⊂ Y , rdY (A) := sup{dim C | C is closed in Y, C ⊂ A}. Moreover, we let rdY (∅) =
−∞.
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(ii) Observe that the standard way of obtaining a relative version of the
Vietoris–Begle theorem for groups Ȟ∗( · , · ;G) via exact cohomological sequences
and the five-lemma would give a worse result under stronger assumptions. How-
ever, recalling that

Ȟ∗(X,A;G) = Ȟ∗(X/A, a0;G), Ȟ∗(Y,B;G) = Ȟ∗(Y/B, b0;G)

and f∗ = (fA : (X/A, a0)→ (Y/B, b0))∗, we shall also get the result stated in (i)
directly applying Theorem 1.2 and taking a sheaf over Y/B constant and equal
to G.

(iii) A. Bia lynicki-Birula [4] generalized the Vietoris–Begle theorem in an-
other direction. He considers three spaces X, Y and T and closed surjec-
tions f : X → Y , g : Y → T and h = g ◦ f and shows that the assertion
of this theorem holds provided, for each t ∈ T , f induces an isomorphism
Ȟq(g−1(t);G) → Ȟq(h−1(t);G) for 0 ≤ q ≤ N − 1 and a monomorphism for
q = N . Sklyarenko [27] extends this result in a similar manner as before.

Let us now collect several properties of the above defined number iN (f ;A)
where N ≥ 0 and A is an arbitrary sheaf.

Proposition 1.4.

(i) The sequence N 7→ iN (f ;A) is nondecreasing. If dim < ∞, then for
each N ≥ dimX + 1,

iN (f ;A) = idimX+1(f ;A) = i(f ;A).

If dimX,dimY < ∞, then for each N ≥ 0, iN (f ;A) ≤ dimY +
min{dimX,N − 1}+ 2.

(ii) If fB = f |A : A → B (recall that A = f−1(B)), then iN (fB ;A) ≤
iN (f ;A) for any N ≥ 0.

(iii) Let f1 : X → Y and f2 : Y → Z be closed surjections. If, for some
N ≥ 1, iN (f1;A) = 0, then iN (f2 ◦ f1;A) = iN (f2;A).

(iv) Let AB be the sheaf induced by A equal to A over Y \B and 0 elsewhere.
Then iN (f ;AB) ≤ iN (f ;A).

In the sequel if the sheaf A is constant and equal to G (resp. G = Z), then in
the above notation we write Ȟ∗( · ;G), s∗( · ;G), i∗( · ;G) (resp. Ȟ∗( · ), s∗( · ) and
i∗( · )) unless it leads to an ambiguity.

Let us derive a simple corollary from the Sklyarenko theorem. As before by
ZB we denote the sheaf constantly equal to Z over an open set Y \B and 0 on B.

Corollary 1.5. Let f : X → Y be a perfect3 surjection such that A =
f−1(B), where B ⊂ Y is closed, and suppose that, for some N ≥ 0, iN (f ;ZB)

3That is, closed with compact fibres.
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< N . If the space Y is compact or the group G is finitely generated, then for
each q ≥ 0, the induced homomorphism

f∗ : Ȟq(Y,B;G)→ Ȟq(X,A;G)

is an epimorphism for q = iN (f ;ZB) − 1, an isomorphism for iN (f ;ZB) ≤ q ≤
N − 2 and a monomorphism for q = N − 1. If i(f ;ZB) < ∞, then f∗ is an
epimorphism for q = i(f ;ZB)− 1 and an isomorphism for q ≥ i(f ;ZB).

Proof. The assertion holds for G = Z. Since the universal coefficient se-
quence for the Čech cohomology is exact whenever Y is compact (hence X is
also compact because f is proper) or the group G is finitely generated (see [30]),
the proof is complete. �

2. The Vietoris theorem and spectra

Since it is well-known that the Čech cohomology Ȟ∗( · ;G) corresponds to
the spectrum K(G) = {K(G,n)}∞n=−∞4 (that is, Ȟn(X;G) = K(G)n(X)), the
following question arises:

Question 2.1. Is there a version of the Vietoris–Begle theorem for spectral
cohomologies?

Recall that if E = {En, en}∞n=−∞ is a CW-spectrum (i.e. for each n ∈ Z, En
and en : SEn → En+1 belong to the category of pointed CW-complexes), then
for a pointed CW-complex X and an integer n, one defines an abelian group
En(X), a suspension isomorphism σn : En+1(SX) → En(X)5 and shows that
E∗( · ) = {En( · ), σn( · )}∞n=−∞ is an (extraordinary reduced) cohomology theory
on the category of pointed CW-complexes (see [31]). As usual the cofunctor
E∗( · ) may be extended to the (reduced) cohomology cofunctor E∗( · ) on the
category of all CW-complexes.

Moreover, the groups En(X), X being any (pointed) topological space, are
defined as lim−→α∈Λ{En(Xα), p∗αβ ,Λ}, where {Xα, pαβ , α ∈ Λ} is the Čech system

of the space X (see [25]), i.e. one considers the Čech extension of the cofunc-
tor E∗( · ) from the category of (pointed) CW-complexes to the category of all
(pointed) topological spaces.

A positive answer to Question 2.1 is given by the following result (see [11]).

Theorem 2.2 (Dydak–Kozlowski, 1991). Let E be an arbitrary spectrum
and let f : X → Y be a closed surjection of paracompact spaces. If the Brouwer–
Čech dimension IndY = NY <∞ and, for some integer m,

(1) f∗ : En({y})→ En(f−1(y))

4For n ≥ 1, K(G, n) is an Eilenberg–MacLane space of (G, n)-type and, for n ≤ 0,
K(G, n) = {∗}.

5For k ≥ 1, SkX denotes the kth (reduced) suspension of X.
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is an isomorphism for each m ≤ n ≤ m+NY and y ∈ Y , then

f∗ : Eq(Y )→ Eq(X)

is an isomorphism for q = m+NY and a monomorphism for q = m+NY + 1.

In [11] an example is provided showing that if instead of (1) one assumes
that

(2) En(f−1(y)) ∼= En({y}),

then the assertion does not hold.

However, if E = K(G), then clearly assumptions (1) and (2) are equivalent.
Hence in this case the Dydak–Kozlowski theorem constitutes a version of the
classical Vietoris–Begle theorem. Indeed, suppose that m ≥ 1 and put N =
m + NY + 1. Clearly, if 0 ≤ k ≤ m − 1, then rdY (sk(f ;G)) ≤ NY and, for
m ≤ k ≤ N − 1, sk(f ;G) = ∅. Hence iN (f ;G) ≤ N . The Sklyarenko theorem
states that f∗ : Ȟq(Y ;G) → Ȟq(X;G) is (at least) an epimorphism for q =
N − 1 and a monomorphism for q = N . The Dydak–Kozlowski result gives
additionally that for q = N − 1 it is also an isomorphism. If m ≤ 0, then again
putting N = m + NY + 1, we see that iN (f ;G) = 0. Looking carefully at the
Dydak–Kozlowski result, we observe that in this case its assertion gives the same
information as the Sklyarenko theorem or the Vietoris–Begle theorem:

f∗ : Ȟq(Y ;G)→ Ȟq(X;G) is an isomorphism for any 0 ≤ q ≤ N − 1 and a
monomorphism for q = N .

Let E be an Ω-spectrum. This means that the map e′n : En → ΩEn+1 dual to
en (i.e. given by the formula e′n(x)(s) = en[s, x] for x ∈ En and s ∈ S1) is a weak
homotopy equivalence. Hence, in particular, for any k ≥ 0 and n ∈ Z, we have
πk(En) ∼= πk(ΩEn+1) ∼= πk+1(En+1). For instance, K(G) is an Ω-spectrum. A
basic result is that in this case En(X) ∼= [X;En]. In this case Theorem 2.2 has
a particularly nice form: it states that f induces a bijective correspondence

f# : [Y ;En]→ [X;En], n = m+NY ,

between the respective sets of homotopy classes. It therefore might be viewed as
a homotopy version of the Vietoris theorem.

However, in the next sections we shall be interested in homotopy properties
of f stated in terms of the behaviour of f# : [Y ;Sn]→ [X;Sn]. Unfortunately,
the spherical spectrum S = {Sn}∞n=−∞6 is not an Ω-spectrum. Such spectra give
rise to a type of stable cohomology theories; hence the result of Dydak–Kozlowski
should be viewed rather as a result of a stable character.

6For n < 0, we put Sn = {∗}.
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To see that better, let E = S. Clearly, for any paracompact space X and
n ∈ Z,

Sn(X) = lim−→
k≥0

[SkX;Sn+k]

is, by definition, the nth stable cohomotopy group πns (X) of X.
If, for instance, X and Y are paracompact spaces, dimY ≤ IndY = NY <∞,

dimX ≤ NX ≤ ∞ and f : X → Y is a closed surjection such that, for an integer
m,

∀m ≤ q ≤ m+NY ∀y ∈ Y πqs(f
−1(y)) = πqs({y}),

then f∗ : πns (Y ) ∼= πns (X) for n = m + NY . By the suspension theorem (see
[30, Theorem 8.5.11]), πns (X) ∼= [SkX;Sn+k] and πns (Y ) ∼= [SlY ;Sn+l] where
k, l are such that 2n + k ≥ NX + 2 and 2n + l ≥ NY + 2. In particular, if
n ≥ (max{NX , NY } − k)/2 + 1 for some k ≥ 0, then (Skf)# : [SkY ;Sn+k] →
[SkX;Sn+k] (n = m+NY ) is a bijection. This is perhaps the best we can achieve
with regard to the homotopy behaviour of f under the above assumptions.

A natural question arises:

Question 2.3. What assumptions give more information on the transfor-
mation f# : [Y ;Sn] → [X;Sn], induced by f ; when n is in the unstable area,
i.e. n < max{NX , NY }/2 + 1 or, more generally, on (Skf)# : [SkY ;Sn+k] →
[SkX;Sn+k] when max{NX , NY } > 2n+ k − 2?

Some light onto these questions is shed by the following result, which is a
generalization of a theorem proved by the author [17].

Theorem 2.4. Let X, Y be paracompact spaces, dimX = NX , dimY = NY ,
and let P be a compact (metric) k-connected ANR, k ≥ 1. If f : X → Y is
a closed surjection such that, for N ≥ NX + NY + 2, iN (f) < N , then the
transformation

f# : [Y ;P ]→ [X;P ]

induced by f is a surjection if iN (f)− 2 ≤ k and a bijection if iN (f)− 1 ≤ k.

The proof of a further extension of this result will be given in the next section.
Let us note the following

Corollary 2.5. Assume that f : X → Y is as above and let n ≥ 2. For
any k ≥ 0, the transformation

(Skf)# : [SkY ;Sn+k]→ [SkX;Sn+k]

is a surjection if iN (f)− 1 ≤ n and a bijection if iN (f) ≤ n.

Proof. If k = 0, then it is enough to observe that Sn is (n− 1)-connected
and invoke Theorem 2.3 putting P = Sn. The case k ≥ 1 will be treated in the
next section. �
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3. (Co)homotopy version of the Vietoris–Sklyarenko theorem

As above all spaces are supposed to be paracompact and a pair (X,A) consists
of a space X and its closed subset A; a pair (X,A) is a (complete) ANR-pair if
X and A are (complete) metric absolute neighbourhood retracts.

Definition 3.1. We say that a topological space X is of (n,m)-type, 1 ≤
n,m ≤ ∞, if it is path connected and πi(X) = 0 for each i ≤ n− 1 or i ≥ m+ 1.
More generally, a pair (X,A) is of (n,m)-type if it is 1-connected and πi(X,A) =
0 if 2 ≤ i ≤ n− 1 or i ≥ m+ 1.

Clearly, from the definition it follows that if X (resp. (X,A)) is of (n,m)-type
and is not ∞-connected, then m ≥ n and n <∞. Obviously X (resp. (X,A)) is
of (n,∞)-type if and only if X (resp. (X,A)) is (n− 1)-connected.

In the rest of this section we assume that pairs (X,X ′), (Y, Y ′) and a perfect
surjection

f : (X,X ′)→ (Y, Y ′) such that X ′ = f−1(Y ′)

are given.
Moreover, we make

Assumption 3.2.

(i) (P, P ′) is a paracompact pair having the homotopy type of a complete
ANR-pair;

(ii) P is of (n,m)-type, 1 ≤ n,m ≤ ∞;
(iii) (P, P ′) is of (n+ 1,m+ 1)-type;
(iv) P (resp. (P, P ′)) is homotopically simple, that is, i-simple for any i ≥ 1

(resp. i ≥ 2);
(v) if Y (resp. Y ′) is not compact, we assume that πi(P ) (resp. πi(P ′)) is
finitely generated for any i ≥ 1.

Remark 3.3. (i) Condition 3.2(i) holds for instance if (P, P ′) is a CW-pair
(each CW-pair has the homotopy type of a polyhedral pair which is homotopy
equivalent to itself endowed with the metric topology (see [20]); a simplicial
pair with the metric topology is homotopy equivalent to its telescope which is
a complete ANR-pair (see [10]); or an ANR-pair (homotopy dominated by a
CW-pair, hence having the homotopy type of a CW-pair (see [20])).

(ii) Observe that if conditions 3.2(i)–(iii) hold, and the space P (resp. P ′)
is simply connected and has the homotopy type of a compact ANR whenever
Y (resp. Y ′) is not compact, then all the above assumptions are satisfied. In-
deed, if Y (resp. Y ′) is not compact, then P (resp. P ′) has the homotopy type
of a simply connected compact polyhedron (see [34]). Hence, by the general-
ized Hurewicz theorem [30, Chapter 9.6, Corollary 16], πi(P ) (resp. πi(P ′)) is a
finitely generated abelian group for any i ≥ 2.
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Let us now state the main results of this section.

Theorem 3.4. Suppose that, for some N ≥ 1, we have iN (f) < N .

(i) (Case m = ∞) IfN ≥ dimX + dimY + 2, then the transformations
f# : [Y, Y ′;P, P ′]→ [X,X ′;P, P ′] and f# : [Y ;P ]→ [X;P ] induced by
f are:
1. surjective if n ≥ iN (f)− 1;
2. bijective if n ≥ iN (f) (see also Remark 3.7 below).

(ii) (Case m < ∞) The transformations f# : [Y, Y ′;P, P ′] → [X,X ′;P, P ′]
and f# : [Y, P ]→ [X,P ] are:
1. surjective if iN (f)− 1 ≤ n and m ≤ N − 2;
2. injective if iN (f) ≤ n and m ≤ N − 1.

Consequently, f# is a bijection if iN (f) ≤ n and m ≤ N − 2.

Theorem 3.5. Suppose that there is N ≥ 1 such that iN (f ;A) < N , where
A = ZY ′7, and let p be an arbitrary point in P .

(i) (Case m = ∞) IfN ≥ dimX + dimY + 2, then f# : [Y, Y ′;P, p] →
[X,X ′;P, p] is:
1. a surjection for n ≥ iN (f)− 1;
2. a bijection for n ≥ iN (f).

(ii) (Case m <∞) The transformation f# is:
1. a surjection if iN (f)− 1 ≤ n and m ≤ N − 2;
2. an injection if iN (f) ≤ n and m ≤ N − 1.

Consequently, if iN (f) ≤ n and m ≤ N − 2, then f# is a bijection8.

The reader will easily see the analogies of Theorems 3.4, 3.5 and Corolla-
ry 1.5. On the other hand, if either Y is compact or the abelian group G is finitely
generated, n ≥ 1 and P is the Eilenberg–MacLane complex K(G,n) (which is
a space of (n, n)-type and—as a CW-complex—homotopy equivalent to some
complete ANR), then Ȟn(X,X ′;G) = [X,X ′;P, ∗], Ȟn(Y, Y ′;G) = [Y, Y ′;P, ∗]
where ∗ ∈ P , and, by 3.5, f∗ : Ȟn(Y, Y ′;G)→ Ȟn(X,X ′;G) is an epimorphism
for iN (f)−1 ≤ n ≤ N−2 and a monomorphism for iN (f) ≤ n ≤ N−1. Therefore
Theorems 3.4 and 3.5 constitute sort of generalizations of Corollary 1.5. These
results correspond to an unpublished result of Kozlowski (see [33, Appendix B,
p. 117]) and to results stated in another paper by Dydak and Kozlowski (see [10,
Corollary 1]); cf. also [16].

Before we give the proofs of Theorems 3.4 and 3.5, let us consider the fol-
lowing examples showing the nature of Assumptions 3.2 and those of Theorems
3.4 or 3.5.

7Recall that ZY ′ denotes the sheaf constantly equal to Z over Y \ Y ′ and trivial over Y ′.
8Observe that 3.5 does not follow directly from 3.4. If we put P ′ = {p}, then (P, P ′) is

not of (n + 1, m + 1)-type.
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Example 3.6. (i) Kahn [15] gives an example of an acyclic compact metric
space X, dimX =∞ with admitting an essential map g : X → P = S3. Taking
f : X → Y = ∗ we see that f# : [Y ;P ]→ [X;P ] is not surjective.

(ii) Dranishnikov [6] gives an example of a compact metric space Y ′ such that
dimY ′ = ∞ but the (integral) cohomological dimension c-dimY ′ is 3. By the
theorem of Edwards (see [33, Section 6, p. 113]), there is a compact metric space
X ′ with dimX ′ = 3 and a cell-like map9 p′ : X ′ → Y ′. Clearly, for any N ≥ 1,
iN (f ′) = 0. There is a closed subspace Y ⊂ Y ′ with dimY =∞ and [Y ;S4] 6= 0
but [X;S4] = 0 where X = f ′

−1(Y ). Hence f#, where f = f ′|X : X → Y , is
not injective (recall that, by Proposition 1.4, i(f) = 0).

(iii) Let Σ be the Alexander horned sphere in S3. By the Alexander duality
(see e.g. [30]), S3 \ Σ has two components A, B each with (singular) homology
of a point. Take the component A having a nontrivial fundamental group and
let X = Σ ∪ A. Then Ȟq(X) = H3−q(S3, B) for any q ≥ 0; hence X is acyclic.
Since Σ is a neighbourhood retract of S3, one verifies easily that P = X is an
ANR. Now, let f : X → Y = ∗. Clearly [X;P ] 6= 0; hence f# is not surjective
(observe that π1(P ) is not abelian, so P is not homotopically simple).

(iv) Let f : S3 → S2 be the Hopf fibration. Evidently, for any N ≥ 1,
iN (f) = 5, but for P = S3 neither assertion of Theorem 3.4 holds.

Our approach to the proof of the above results is direct, classical and essen-
tially based on obstruction theory (see e.g. [14, Chapter VI]). In order to proceed
further we recall some rather well-known notions and introduce the necessary no-
tation.

The family of all locally finite open coverings of a space X is denoted by
Ω(X). For a pair (X,A) and a covering A ∈ Ω(X), let (XA, AA) be a polyhedral
pair where XA (resp. AA) is the space of the nerve of A (resp. of the covering
A|A = {U ∩ A | U ∈ A}) endowed with the weak topology. (Observe that the
family {(A,A|A) | A ∈ Ω(X)} is cofinal in the family of all open coverings of the
pair (X,A) directed by the usual relation “�” of refinement).

Let f : (X,A)→ (Y,B) (resp. g : A→ Y ). After [14, Chapter II, Ex. B] we
say that a covering A ∈ Ω(X) is a bridge for f (resp. for g) if there is a bridge
map fA : (XA, AA) → (Y,B) (resp. gA : AA → Y ) such that, for any canonical
map pA : (X,A)→ (XA, AA), fA ◦ pA ' f (resp. gA ◦ (pA|A) ' g).

It is well-known that if (Y,B) is an ANR-pair, then:

(i) there exists a bridge A ∈ Ω(X) of f (resp. of g);
(ii) a refinement of a bridge is again a bridge.

Proof of Theorem 3.4. Clearly if n = ∞ or n > m, then P and (P, P ′)
are ∞-connected and the assertions follow trivially. Therefore in the sequel we

9That is, having fibres with trivial shape.
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assume that n <∞ and n ≤ m. Moreover, we may assume that actually (P, P ′)
is a complete ANR-pair. Recall also that any complete ANR is an absolute neigh-
bourhood extensor for the class of paracompact spaces; hence each paracompact
pair has the homotopy extension property (HEP) with respect to it.

Let Z (resp. Z ′) be the cylinder of f : X → Y (resp. of f ′ = f |X ′ : X ′ → Y ′).
Therefore X ′, X and Z ′ are closed subspaces of Z, X ′ ⊂ Z ′ and dimZ ≤
dimX+dimY +1 (obviously Z is paracompact). There is a (strong) deformation
retraction r : (Z,Z ′) → (Y, Y ′) and f = r ◦ i where i : (X,X ′) → (Z,Z ′) is the
inclusion. Evidently:

(1) r# : [Y, Y ′;P, P ′]→ [Z,Z ′;P, P ′] is a bijection.

(2) Let G be an abelian group which is finitely generated whenever Y is
not compact. For any q ≥ 0, Ȟq(Z;G) = Ȟq(Y ;G), Ȟq(Z ′;G) = Ȟq(Y ′;G)
and hence, by Corollary 1.5, for any iN (f) ≤ q ≤ N − 1, Ȟq(Z,X;G) = 0 =
Ȟq(Z ′, X ′;G).

Let i1 : (X,X ′)→ (Z,X ′) be the inclusion.

(3) To prove surjectivity of i#1 and i# : [Z;P ] → [X;P ] let iN (f) − 1 ≤ n

(and m ≤ N − 2 in case (ii)) and let g : (X,X ′)→ (P, P ′). We claim that there
is an extension g : Z → P of g.

Indeed, there is a bridge A ∈ Ω(Z) of g with a bridge map gA : XA → P .
Since P is (n− 1)-connected, gA has an extension gA : ZnA ∪XA → P (here and
below ZnA denotes the n-dimensional skeleton of ZA). Assume that gA has an ex-
tension gA : ZkA∪XA → P for some n ≤ k. Observe that under our assumptions,
πk(P ) is an abelian group which is finitely generated when Y is not compact.
The (k + 1)-dimensional obstruction set Ok+1(gA) ⊂ Ȟk+1(ZA, XA;πk(P )) is
nonempty. Let c ∈ Ok+1(gA). Since iN (f) ≤ k + 1, Ȟk+1(Z,X;πk(P )) = 0,
and there is a bridge B ∈ Ω(Z), A � B, of g such that, for any canonical pro-
jection pAB : (ZB, XB) → (ZA, XA), 0 = p∗AB(c) ∈ Ok+1(gA ◦ (pAB|XB)) ⊂
Ȟk+1(ZB, XB;πk(P )). Hence the map gB = gA ◦ (pAB|XB), being a B-bridge
map for g, has an extension gB : Zk+1B ∪XB → P .

After a finite number of steps, we get a bridge D ∈ Ω(Z) of g with a
bridge map gD : XD → P having an extension gD : ZlD ∪ XD → P where
l = min{N − 1,dimZ}. If dimZ ≤ dimX + dimY + 1 ≤ N − 1, then ZlD = ZD.
Otherwise, if m ≤ N − 2, then, since πi(P ) = 0 for i ≥ m + 1, we may further
extend gD to get a map ZD → P denoted, as before, by gD.

By HEP of (Z,X) with respect to P , g has the desired extension onto Z.
Therefore i#1 : [Z,X ′;P, P ′]→ [X,X ′;P, P ′] and i# : [Z;P ]→ [X;P ] are surjec-
tions.

(4) To prove the injectivity of i#1 and i#, let iN (f) ≤ n (and m ≤ N − 1
in case (ii)) and consider maps gj : (Z,X ′) → (P, P ′), j = 0, 1, such that
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h : g0 ◦ i1 ' g1 ◦ i1. Define h : Z × {0, 1} ∪X × I → P by the formula

h(z, t) =

{
gt(z) if t = 0, 1, z ∈ Z,
h(z, t) if t ∈ I, z ∈ X.

Since Ȟq(Z × I, Z × {0, 1} ∪ X × I;πq−1(P )) = Ȟq−1(Z,X;πq−1(P )) = 0 for
iN (f) + 1 ≤ q ≤ N , arguing as in (3), we get an extension H : Z × I → P of h,
with H(X ′ × I) ⊂ P ′, and thus a homotopy H : g0 ' g1.

This already completes the proof of the part concerning f# : [Y ;P ]→ [X;P ].

In order to proceed with the relative case consider the inclusions

(Z ′, X ′) i2−→ (Z,X ′)
j−→ (Z,Z ′).

(5) Assume that iN (f)− 1 ≤ n (and m ≤ N − 2 in case (ii)). First we shall
prove that, given a map g : (Z ′, X ′) → (P, P ′), there is a map g : (Z ′, X ′) →
(P, P ′) such that g(Z ′) ⊂ P ′ and g ' g relX ′.

There is a bridge A ∈ Ω(Z ′) of g with a bridge map gA : (Z ′A, X
′
A)→ (P, P ′).

Since (P, P ′) is n-connected (and, at least, 1-connected) there exists a map
gA : (Z ′A, X

′
A) → (P, P ′) such that gA ' gA and gA(Z ′kA) ⊂ P ′ for some k ≥

max{n, 1}.
Reasoning similarly to (3) but applying the theory of obstructions to the

deformation we get a bridge B ∈ Ω(Z ′) and a bridge map gB : (Z ′B, X
′
B) →

(P, P ′) such that gB(Z ′) ⊂ P ′. Let g′ = gB◦pB where pB : (Z ′, X ′)→ (Z ′B, X
′
B)

is the canonical map. Then g′ ' g and g′(Z ′) ⊂ P ′. Since (Z ′, X ′) (resp.
(Z ′ × I, Z ′ × {0, 1} ∪X ′ × I)) has HEP with respect to P ′ (resp. P ), we get the
required g.

(6) Let g : (Z,X ′) → (P, P ′). By (5), there is a map g : (Z ′, X ′) → (P, P ′)
such that g(Z ′) ⊂ P ′ and h : g ' g ◦ i2 relX ′. Clearly h can be extended
to a homotopy H : Z × I → P such that H( · , 1) = g and H( · , 0)|Z ′ = g.
Therefore H(Z ′ × {0}) ⊂ P ′ and H( · , 0) ◦ j ' g. Hence j#[H( · , 0)] = [g] and
j# : [Z,Z ′;P, P ′]→ [Z,X ′;P, P ′] is surjective.

(7) To prove injectivity of j# suppose that iN (f) ≤ n (and m ≤ N − 1 in
case (ii)), gi : (Z,Z ′) → (P, P ′), i = 0, 1, and h : g0 ◦ j ' g1 ◦ j. Evidently
h(Z ′×{0, 1} ∪X ′× I) ⊂ P ′. Since Ȟq(Z ′× I, Z ′×{0, 1} ∪X ′× I;πq(P, P ′)) =
Ȟq−1(Z ′, X ′;πq(P, P ′)) = 0 for iN (f) + 1 ≤ k + 1 ≤ q ≤ N , arguing as in (5),
there is h : (Z ′× I, Z ′×{0, 1}∪X ′× I)→ (P, P ′) such that h(Z ′× I) ⊂ P ′ and
H : h ' (h|Z ′ × I) relZ ′ × {0, 1} ∪ X ′ × I. Let H : (Z × {0, 1} ∪ Z ′ × I, Z ′ ×
{0, 1} ∪X ′ × I)× I → (P, P ′) be given by the formula

H(z, t, λ) =

{
gt(z) if t = 0, 1, λ ∈ I, z ∈ Z,
H(z, t, λ) if t, λ ∈ I, z ∈ Z ′.
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Since H( · , · , 1) = h|Z×{0, 1}∪Z ′× I has the extension h onto Z× I, the map
H( · , · , 0) has an extension G : (Z × I, Z ′ × I)→ (P, P ′) and G : g0 ' g1.

Summing up: i# : [Z,Z ′;P, P ′] → [X,X ′;P, P ′] is the composition i#1 ◦ j#;
hence, in case (i) it is a surjection for n ≥ iN (f) − 1, an injection if iN (f) ≤ n.
In case (ii) it is a surjection if iN (f)− 1 ≤ n ≤ m ≤ N − 2 and an injection for
iN (f) ≤ n ≤ m ≤ N − 1. Since f# = i# ◦ r#, in view of (1), we complete the
proof. �

Remarks 3.7. (i) Observe that it is enough to assume that N ≥ dimZ + 1.
Moreover, note that iN (f) < N for N ≥ dimZ + 1 if and only if i(f) < N

since, for such N , iN (f) = idimX+1(f) = i(f) (see Proposition 1.4). Recall that
if dimX,dimY < ∞, then i(f) < ∞. Therefore f# is surjective (bijective)
whenever n ≥ i(f)− 1 (n ≥ i(f)).

(ii) The main tool of the above proof is Ȟq(Z,X;G) = 0 = Ȟq(Z ′, X ′;G)
if G is an abelian group (finitely generated whenever Y is not compact) and
iN (f) ≤ q ≤ N − 1.

Proof of Theorem 3.5. Let X = X/X ′, Y = Y/Y ′ and let ϕX : X → X,
ϕY : Y → Y be the canonical projections. If x = ϕX(X ′) and y = ϕY (Y ′),
then ϕ#X : [X,x;P, p] → [X,X ′;P, p] and ϕ#Y : [Y , y;P, p] → [Y, Y ′;P, p] are
bijections. Define f : (X,x) → (Y , y) by the formula f ◦ ϕX = ϕY ◦ f . Clearly
f is a continuous closed surjection and the spaces X, Y are paracompact.

Observe now that iN (f) = iN (f ;A). Since f
−1

(y) = {x} we may argue as in
the proof of Theorem 3.4 to get the desired result. �

If in Theorem 3.4, m = ∞, we can also get a different result, but still one
needs some dimension restrictions. We have seen that assumptions concerning
the cohomological dimension will not do (recall Example 3.6(i)). However, the
deformation dimension [25], [24] seems to be a right choice.

We give here an absolute version of the result, leaving the relative case to
the reader.

Proposition 3.8. Let f : X → Y be a closed surjection between paracom-
pact spaces such that, for some N ≥ 2, the deformation dimensions def dimX,
def dimY ≤ N − 2 and iN (f) < N . If P satisfies Assumptions 3.2(i), (iv)
and (v) and is (n − 1)-connected, then f# : [Y ;P ] → [X;P ] is a surjection for
iN (f)− 1 ≤ n and an injection for iN (f) ≤ n.

Proof. First observe that we may replace P by a homotopy equivalent
CW-complex (still denoted by P ). By attaching k-cells, k ≥ N , to P , we obtain
a CW-complex Q such that πi(Q) = 0 for each i ≥ N − 1. Hence Q is of
(n,N − 2)-type. Since the (N − 1)-dimensional skeletons of P and Q coincide
and def dimX,def dimY ≤ N − 2, the inclusion i : P → Q induces bijections
i# : [X;P ] → [X;Q] and i# : [Y ;P ] → [Y ;Q]. On the other hand, since Q has
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the homotopy type of an absolute neighbourhood retract for paracompact spaces,
in view of 3.4, we see that f# : [Y ;Q]→ [X;Q] is a surjection for iN (f)− 1 ≤ n
and an injection for iN (f) ≤ n. This completes the proof. �

Since evidently def dimX ≤ dimX and def dimY ≤ dimY we get an ob-
vious augumentation of 3.4. However, 3.8 is not an extension of 3.4. Indeed,
if max{dimX,dimY } + 2 = M and max{def dimX,def dimY } + 2 = N , then
clearly M ≥ N and iM (f) ≥ iN (f), so there is no relation between the numbers
N − iN (f) and M − iM (f).

Let us note the following corollary:

Corollary 3.9. Let X and Y be homotopically simple complete ANRs such
that πi(X) and πi(Y ) are finitely generated groups for any i ≥ 1. If X is of
(n,m)-type, Y is of (n,m + 1)-type, 1 ≤ n,m ≤ ∞, f : X → Y is a closed
surjection such that, for some N ≥ 0, iN (f) < N , iN (f) ≤ n and either

(i) m ≤ N − 2; or
(ii) dimX + dimY + 2 ≤ N ; or
(iii) max{def dimX,def dimY }+ 2 ≤ N ,

then f is a homotopy equivalence.

Proof. We easily find that in each case f# : [Y ;X]→ [X;X] is a surjection;
hence there is g : Y → X such that g ◦ f ' idX . For a finitely generated
abelian group G, g∗ : Ȟq(X;G) → Ȟq(Y ;G) is a monomorphism for any q ≥ 0
and an isomorphism for iN (f) ≤ q ≤ N − 1. Therefore Ȟq(Zg, Y ;G) = 0
(Zg is the cylinder of g) if iN (f) + 1 ≤ q ≤ N . Arguing as in the proof of
Theorem 3.4, we deduce that g# : [X;Y ]→ [Y ;Y ] is a surjection; hence there is
f ′ : X → Y such that f ′ ◦ g ' idY . We see therefore that g# : πi(Y ) → πi(X)
and f# : πi(X) → πi(Y ) are isomorphisms for any i ≥ 1. This completes the
proof. �

4. Vietoris theorem and cohomotopy groups

S. Smale [28] was perhaps the first to observe that a Vietoris type theorem
holds in terms of homotopy groups. Let X be an arbitrary topological space,
let Y be paracompact and locally n-connected (n ≥ 1); if instead of acyclicity
one assumes that each fibre of a given perfect (or merely closed) surjection f :
X → Y is n-connected and locally (n − 1)-connected, then f# : πq(X,x) →
πq(Y, f(x)) is an isomorphism for any 0 ≤ q ≤ n. If additionally Y is dominated
by a polyhedron (i.e. has the homotopy type of a CW-complex), then f# is an
epimorphism for q = n+1 as well. It was shown independently by many authors
that the asumption concerning the fibres of f may be still relaxed. Namely (see
e.g. [7], [1], [18]), one can suppose that, for each y ∈ Y and each neighbourhood
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U of f−1(y) there is a neighbourhood V ⊂ U of f−1(y) such that any singular
k-sphere in V is inessential in U (0 ≤ k ≤ n). In other words, the fibres of f
should have the UV n-property. Compare also the papers [9] and [26].

As a simple corollary we get a Vietoris type result stated in terms of co-
homotopy groups. However, again our hypotheses are not “categorical”: the
assumption concerning the fibres is stated in the language of cohomology.

For in Theorem 3.4 one may take for instance (P, P ′) = (Bn, Sn−1) (where
Bn is the n-dimensional closed unit ball), n ≥ 2. If (P, P ′) = (B1, S0), then,
although the assumptions are not satisfied, the assertion also holds if iN (f) = 0.

Taking (P, P ′) = (Sn, s0), where s0 is a base point, n ≥ 1, we see that a
perfect surjection f : (X,X ′)→ (Y, Y ′) induces a map

f# : [Y, Y ′;Sn, s0]→ [X,X ′;Sn, s0]

which is a surjection if n = i(f)− 1 and a bijection if i(f) ≤ n provided dimX,

dimY <∞.

This assertion also holds when i(f) = 0 and (P, P ′) = (S0, s0).

In [21], it is proved that given a compact pair (X,A) with dimX < ∞ and
Ȟq(X,A) = 0 for q ≥ 2m− 1, m ≥ 1, the set πn(X,A) := [X,A;Sn, s0], n ≥ m,
admits the structure of an abelian group by the usual Borsuk method (see [29],
[14]; cf. also [22]).

Essentially by the same methods one can introduce a group structure in the
set πn(X,A), n ≥ m, where (X,A) is a pair with dimX <∞ and Ȟq(X,A) = 0
for q ≥ 2m−110. Moreover, if f : (X,A)→ (Y,B), dimY <∞ and Ȟq(Y,B) = 0
for n ≥ 2m− 1, then f# : πn(Y,B)→ πn(X,A), n ≥ m, is a homomorphism.

In view of Theorem 3.5 we have

Theorem 4.1. Let m ≥ 1 and let f : (X,X ′)→ (Y, Y ′) be a perfect surjec-
tion of finite-dimensional paracompact spaces. Moreover, let Ȟq(Y, Y ′) = 0 for
q ≥ 2m− 1.

(i) If n = max{m, i(f) − 1}, then f# : πn(Y, Y ′) → πn(X,X ′) is an epi-
morphism.

(ii) If max{m, i(f)} ≤ n, then f# is an isomorphism.

Below, we denote by ΣkX (SkX) the kth unreduced (reduced) suspension of
a (pointed) space X.

Corollary 4.2. If f : X → Y is a perfect surjection of finite-dimensional
(pointed) paracompact spaces, then for each k ≥ 0, (Σkf)# : πn+k(ΣkY ) →
πn+k(ΣkX) (resp. (Skf)# : πn+k(SkY ) → πn+k(SkX)) is a surjection for n =

10If dim X ≤ 2m− 1, then this follows from the suspension theorem.
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i(f)− 1 and a bijection for n ≥ i(f). If k ≥ 2, then (Skf)# is an epimorphism
and an isomorphism, respectively.

One argues as in the proof of 3.4 but instead of the cylinder of Σkf (resp.
Skf) one can consider the space ΣkZ (resp. SkZ) where Z is the cylinder of f .

Moreover, in view of [25, (4.2)] and Proposition 3.8 we have

Corollary 4.3. If f : X → Y is a perfect surjection such that, for some
m ≥ 1, iN (f) < N where max{def dimX,def dimY } < max{N − 1, 2m − 1},
then πn(X) and πn(Y ) admit the structures of abelian groups for n ≥ m and
f# : πn(Y ) → πn(X) is an epimorphism for n = max{iN (f) − 1,m} and an
isomorphism for n ≥ max{iN (f),m}.

The above facts have straightforward implications in coincidence (fixed-
point) theory.

Let dimX < ∞, f : (X,X ′) → (Bm+1, Sm) be a perfect surjection and
let g : X → Rm+1 be a map such that (f − g)(X) ⊂ Rn+1, m ≥ n ≥ i(f)
(that means that f = (f1, f2), g = (g1, g2) where f1, g1 : X → Rn+1 and
f2 = g2 : X → Rm−n). Suppose that (f − g)(X ′) ⊂ Rn+1 \ {0}. Therefore,
without loss of generality we may assume that f − g : (X,X ′)→ (Bn+1, Sn).

Proposition 4.4. If the element (f#)−1([f−g]) ∈ [Bm+1, Sm;Bn+1, Sn] ∼=
πn(Sm) is nontrivial, then f and g have a coincidence, i.e. there is x0 ∈ X such
that f(x0) = g(x0).

Proof. Assume to the contrary that (f − g)(X) ⊂ Bn+1 \ {0}. Hence there
is F : (X,X ′)→ (Bn+1, Sn) such that f − g ' F relX ′ and F (X) ⊂ Sn. There
is F ′ : Bm+1 → Sn such that F ′ ◦ f ' F : (X,X ′) → (Bn+1, Sn). Since F ′ is
inessential and [f − g] = f#[F ′] we get a contradiction. �

In particular, we obtain

Corollary 4.5. Let f : (X,X ′) → (Bn+1, Sn), n ≥ 0 be a perfect surjec-
tion and let dimX <∞. If g : X → Rn+1 is such that

(3) ‖g(x)‖ ≤ ‖f(x)‖ for x ∈ X ′

and i(f) ≤ n, then f and g have a coincidence.

Proof. Assumption (3) yields immediately f − g ' f , i.e. (f#)−1([f − g])
is nontrivial. �

Remark 4.6. (i) Clearly assumption (3) (called the Rothe type condition) is
necessary to show that f−g ' f . Any other condition of this type (like Altman’s
or Krasnosel’skĭı’s) would do (see [8, II.(5.1)]) for the fixed point theoretical
context.
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(ii) One easily sees that the element (f#)−1([f−g]) ∈ πn(Sm) in Proposition
4.4 constitutes a natural generalization of the fixed-point index. For if (X,X ′) =
(Bm+1, Sm), m = n and f = id , then (f#)−1([f − g]) = ind g (see [5]).

(iii) The results stated above are valid when the domain X of the perfect
surjection f is a finite-dimensional paracompact space. However, these results
still hold true with obvious modifications if we assume that def dimX ≤ N − 2
and iN (f) < N for some N ≥ 2.

An idea underlying Proposition 4.4 suggests a way of extending Theorem 4.1.
Namely, dimension restrictions should be replaced by restrictions on the “admis-
sible” category of maps.

Let (E, ‖ · ‖) be a Banach space, dimE ≤ ∞, and consider the following
generalized Leray–Schauder category LS(E) (cf. [12], [13], [23]):

• Objects of this category are pairs (X,ϕ) whereX is a paracompact space
and ϕ : X → E is a proper11 map such that ϕ−1(L) is a compact finite-
dimensional subset of X for each finite-dimensional (linear) subspace
L ⊂ E12.
• Morphisms between given objects (X,ϕ) and (Y, ψ) are maps f : X → Y

such that ψ ◦ f = ϕ.

We say that an object (X,ϕ) is regular if there exists a positive integer
m0 ≤ dimE such that, for all linear subspaces L of E with dimL ≥ m0 and
q ≥ 2 dimL− 3, Ȟq(ϕ−1(L)) = 0.

Example 4.7. (i) The simplest example of a regular object in LS(E) with
dimE ≥ 4 is as follows: take a closed bounded X ⊂ E and ϕ = i : X ↪→ E.

(ii) More generally: if E′ is a Banach space, Φ : E′ → E is a Fredholm
operator of positive index k13, X ⊂ E′ is closed bounded and ϕ = Φ|X, then
(X,ϕ) is a regular object provided dimE ≥ 4 + k.

Let (X,ϕ) ∈ LS(E). By a ϕ-field we understand a compact14 map g : X → E

such that ϕ(x) 6= g(x) for all x ∈ X. We say that two ϕ-fields gi : X → E,
i = 0, 1, are ϕ-homotopic (written g0 'ϕ g1) if there is a compact map h :
X × [0, 1] → X, called a ϕ-homotopy, such that h( · , i) = gi, i = 0, 1, and
ϕ(x) 6= h(x, t) for all x ∈ X and t ∈ [0, 1].

Clearly “'ϕ” is an equivalence relation; its equivalence classes are denoted
by [g]ϕ where g is a ϕ-field; the set of all ϕ-homotopy classes is denoted by
πE(X,ϕ).

11That is, ϕ−1(K) is compact for each compact K ⊂ E (e.g. a perfect map is proper).
12The reader will see that it is enough here to assume that ϕ−1(L) is a compactum of

finite deformation dimension.
13That is, a bounded linear operator with finite-dimensional null-space Ker(Φ) and closed

range R(φ) of codimension dim Ker(Φ)− k.
14That is, cl g(X) is compact in E.
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It is clear that πE is an h-cofunctor (the notion of a homotopy of morphisms
in LS(E) is obvious) from LS(E) to the category of sets and, given a morphism
f : (X,ϕ) → (Y, ψ), the morphism πE(f) : πE(Y, ψ) → πE(X,ϕ) is given by
πE(f)([g]ψ) = [g ◦ f ]ϕ for any ψ-field g : Y → E.

Theorem 4.8.

(i) Given (X,ϕ), (Y, ψ) ∈ LS(E) and a morphism f : (X,ϕ) → (Y, ψ), if
f : X → Y is a perfect surjection with i(f) <∞, then

πE(f) : πE(Y, ψ)→ πE(X,ϕ)

is a bijection.
(ii) For any regular object (X,ϕ) ∈ L(E), the set πE(X,ϕ) has the structure
of an abelian group.

(iii) If (Y, ψ) is a regular object, then so is (X,ϕ) and πE(f) is an isomor-
phism.

Before we proceed with the proof, let us introduce an orientation in E (see
[13]) and recall that if L, N are finite-dimensional linear subspaces in E, L ⊂ N
and dimL + 1 = dimN , then this orientation determines two closed subspaces
N+ and N− of N such that N+ ∩N− = L and N+ ∪N− = N .

Proof of Theorem 4.8. (i) Take [g]ϕ ∈ πE(X,ϕ) where g : X → E is a
ϕ-field. Since g is compact the set K = cl g(X) is compact. For any ε > 0, there
is a finite-dimensional linear subspace Eε of E and a Schauder projection (see
e.g. [8]) pε : K → Eε such that ‖pε(x)− x‖ < ε for x ∈ K.

Claim. There is a unique (up to ψ-homotopy) ψ-field q : Y → E such that
πE([q]ψ) = [g]ϕ.

(1) Existence. Since ϕ is proper, there exists ε > 0 such that, for all x ∈ X,
‖ϕ(x) − p ◦ g(x)‖ ≥ 2ε where we have put p := pε. Let L := Eε and assume,
without loss of generality, that m+ 1 := dimL ≥ i(f) + 1.

In order to simplify the notation, we let XL = ϕ−1(L), ϕL = ϕ|XL : XL → L,
YL = ψ−1(L), ψL = ψ|YL : YL → L, KL = cl conv p(K) and gL = p ◦ g|XL :
XL → L. It is obvious that gL(XL) ⊂ KL and fL = f |XL may be regarded as
a perfect surjection XL → YL and i(fL) ≤ i(f) (see Proposition 1.4(ii)).

Evidently ϕL−gL : XL → L\{0}. In view of Theorem 3.4, there is a unique
(up to homotopy) map Q : YL → L \ {0} such that HL : Q ◦ fL ' ϕL − gL :
XL → L \ {0}.

(∗) Let q be a compact extension onto Y of the map YL 3 y 7→ ψL(y) −
Q(y) ∈ L. Clearly ψ(y) 6= q(y) for y ∈ Y , thus q is a ψ-field. Moreover, if
Q ' Q : YL → L \ {0} and a ψ-field q is a compact extension onto Y of the
map YL 3 y 7→ ψL(y) − Q(y) ∈ L, then q 'ψ q. Conversely, given a ψ-field
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q : Y → L such that there is a ψ-homotopy h : Y × [0, 1]→ L joining q to q, we
have Q ' Q = (ψ − q)|YL : YL → L \ {0}.

Let h1 : X × [0, 1]→ L ⊂ E be a compact extension of the map

X × {0, 1} ∪XL × [0, 1] 3 (x, t) 7→


q ◦ f(x) for t = 0, x ∈ X,
p ◦ g(x) for t = 1, x ∈ X,
ϕL(x)−HL(x, t) for t ∈ [0, 1], x ∈ XL.

It is easy to see that h1 is a ϕ-homotopy joining q ◦ f to p ◦ g. Now p ◦ g 'ϕ g
through the linear homotopy X × [0, 1] 3 (x, t) 7→ h2(x, t) = (1 − t)p ◦ g(x) +
tg(x) ∈ E. Composing h1 and h2 and taking into account the choice of ε, we
have established the existence part of the Claim.

(2) Uniqueness. In order to show the uniqueness of [q]ψ suppose that q′ : Y →
E is another ψ-field such that there is a compact ϕ-homotopy h : q′ ◦ f 'ϕ g :
X → E. In view of the choice of ε, we may actually assume that h : q′◦f 'ϕ p◦g.

I. First suppose that h is a finite-dimensional map, i.e. h(X × [0, 1]) ⊂ N

(in particular q′(Y ) ⊂ N) where N is a linear subspace of E, dimN < ∞, and
L ⊂ N .

(j) If N = L, then defining Q′ : YL → L by Q′(y) = ψL(y) − q′(y), y ∈ YL,
we see that Q′ ◦ fL ' ϕL − gL and, by the uniqueness of [Q], Q′ ' Q; therefore
q′ 'ψ q by (∗) above.

(jj) Suppose that L  N . As above let XN = ϕ−1(N), ϕN := ϕ|XN ,
YN = ψ−1(N), ψN := ψ|YN and gN := p ◦ g|XN : XN → L ⊂ N . Moreover
fN = f |XN may be regarded as a perfect surjection XN → YN and i(fN ) ≤ i(f).
If Q′ = ψN −q′|YN , then Q′ ◦fN ' ϕN −gN : XN → N \{0}. Take any subspace
N1 with L ⊂ N1 ⊂ N such that N = N1 ⊕ Z (direct sum) where dimZ = 1.

We shall show that there are a ψ-field q1 : Y → N1 such that q1 'ψ q′ and a
ϕ-homotopy h1 : q1 ◦ f ' p ◦ g such that h1(X × [0, 1]) ⊂ N1.

Let X1 := ϕ−1(N1), ϕ1 := ϕ|X1, Y1 := ψ−1(N1), ψ1 := ψ|Y1, f1 := f |X1 :
X1 → Y1 and g1 := p ◦ g|X1 : X1 → L ⊂ N1. Evidently there is a compact map
Q1 : Y1 → N1 \ {0} such that H1 : Q1 ◦ f1 ' ϕ1 − g1 : X1 → N1 \ {0}.

Define q1 : Y → N1 to be a compact extension of the map Y1 3 y 7→
ψ1(y)−Q1(y); q1 is clearly a ψ-field.

Let N± be the open half-spaces determined by N1 and Z and let X±N :=
ϕ−1(N±), Y ±N := ψ−1(N±). Then XN = X+N ∪X1 ∪X

−
N , YN = Y +N ∪ Y1 ∪ Y

−
N .

If QN = ψN − q1, then QN (Y ±N ) ⊂ N± and QN (YN ) ⊂ N \ {0}. Consider a map
D : XN × {0, 1} ∪X1 × [0, 1]→ N given by

D(x, t) =


QN ◦ fN (x) for x ∈ XN , t = 0,

ϕN (x)− gN (x) for x ∈ XN , t = 1,

H1(x, t) for x ∈ X1, t ∈ [0, 1].
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Since QN ◦ fN |X1 = Q1 ◦ f1 and (ϕN − gN )|X1 = ϕ1 − g1, we see that D is
well-defined and compact. Clearly QN ◦ fN (x), ϕN (x) − gN (x) ∈ N± for any
x ∈ X±N . We now take a compact extension HN of D over XN × [0, 1] such that
HN (X±N × [0, 1]) ⊂ N± showing that HN : QN ◦ fN ' ϕN − gN : XN → N \ {0}.
By the uniqueness of [Q′], we have QN ' Q′ : YN → N \{0}. Therefore q1 'ψ q′

and a map h1 : X × [0, 1]→ N1 which is a compact extension of the map

X × {0, 1} ∪X1 × [0, 1] 3 (x, t) 7→


q1 ◦ f(x) for t = 0, x ∈ X,
p ◦ g(x) for t = 1, x ∈ X,
ϕ1(x)−H1(x, t) for t ∈ [0, 1], x ∈ X1,

provides a ϕ-homotopy joining q1 ◦ f to p ◦ g.

After at most dimN − dimL steps we get a ψ-field q : X → L such that
q 'ψ q′ and a ϕ-homotopy h1 : q ◦ f 'ϕ p ◦ g : X → L. By (j) above, q 'ψ q;
hence q 'ψ q′.

II. If the original h is not finite-dimensional, then take ε′ > 0, ε′ < ε, such
that ‖p′ ◦ h(x, t) − ϕ(x)‖ ≥ ε′ for x ∈ X, t ∈ [0, 1] where p′ : clh(X × [0, 1]) →
N ⊃ L, dimN < ∞, is a Schauder projection with ‖p′(x) − x‖ < ε′ for x ∈
clh(X × [0, 1]). Now p′ ◦h : p′ ◦ q′ ◦ f 'ϕ p′ ◦ p ◦ g and p′ ◦ p ◦ g 'ϕ p ◦ g. Clearly
q′ 'ψ p′ ◦ q′, and by part I, p′ ◦ q′ 'ψ q. This completes the proof of part (i) of
the theorem.

(ii) For any linear subspace L ⊂ E with dimL = m+1, we have ΣL(ϕ−1(L))
= [ϕ−1(L), L \ {0}] ∼= [ϕ−1(L), Sm] = πm(ϕ−1(L)) because L \ {0} is homotopy
equivalent to Sm.

Assume that (X,ϕ) is a regular object, i.e. if dimL = m + 1 ≥ m0, then
Ȟq(ϕ−1(L)) = 0 for q ≥ 2 dimL − 3 = 2m − 1. Hence the set πm(ϕ−1(L))
and thus ΣL(ϕ−1(L)) has the structure of an abelian group provided dimL =
m+ 1 ≥ m0.

We shall denote by Λ the family of all linear subspaces L ⊂ E with dimL ≥
m0 directed by inclusion.

Let L,N ∈ Λ, L ⊂ N and dimL = m + 1 = dimN − 1. In this case L
cuts N into two closed half-spaces denoted by N+ and N−. If XN := ϕ−1(N),
XL := ϕ−1(L) and XN

± := ϕ−1(N±), then XN = XN
+ ∪ XN

− and XL =
XN
+ ∩ XN

− . As usual, one defines the coboundary homomorphism ∆LN of the
triad (XN ;XN

+ , X
N
− ) putting ∆LN = j# ◦ (k#)−1 ◦ δ : πm(XL) → πm+1(XN )

where δ : πm(XL) → πm+1(XN
+ , XL) is the coboundary homomorphism of the

pair (XN
+ , XL) and k : (XN

+ , XL) → (XN , X
N
− ), j : XN → (XN , X

N
− ) are the

inclusions, k# being the excision isomorphism. Clearly ∆LN induces a homo-
morphism (denoted by the same symbol) ∆LN : ΣL(XL)→ ΣN (XN ).

If L ∈ Λ and L ⊂ N ∈ Λ, then there is a chain of subspaces L = L0 ⊂ L1 ⊂
. . . ⊂ Ln+1 = N such that dimLi+1 = dimLi+1 for i = 0, . . . , n. Hence we may
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define a homomorphism ∆LN = ∆LnLn+1 ◦ . . . ◦ ∆L0L1 : ΣL(XL) → ΣN (XN ).
One shows easily that ∆LN is well-defined, i.e. it does not depend on the choice
of the above chain of subspaces.

Given a third subspace M ∈ Λ, M ⊃ N , we see that ∆LM = ∆NM ◦∆LN .
Additionally we put ∆LL = id.

(∗∗) Let us note the following simple property. Assume that L ∈ Λ and
G : XL → L \ {0} and consider a compact extension g : X → L onto X of the
map XL 3 x 7→ ϕ(x)−G(x) ∈ L. Evidently g is a ϕ-field. Let L ⊂ N ∈ Λ and
let Q = (ϕ− g)|XN . Then ∆LN ([G]) = [Q].

Indeed, suppose first that dimN = dimL + 1. Observe that Q|XL = G;
moreover, Q(XN

± ) ⊂ N±. Then, by the very definition of the homomorphism
∆LN , [Q] = ∆LN ([G]). If dimN > dimL+ 1, then in order to get the assertion
one can iterate the above argument.

Hence we may define a direct system Σ = {ΣL(XL),∆LN | L,N ∈ Λ, L ⊂ N}
of abelian groups. Let

ΣE(X,ϕ) := lim−→
L∈Λ

ΣL(XL)

and let σL : ΣL(XL)→ ΣE(X,ϕ), L ∈ Λ, be the canonical homomorphism.

We shall show that there is a 1-1 (set) correspondence between ΣE(X,ϕ) and
πE(X,ϕ).

To this end, for each L ∈ Λ, consider a transformation ξL : ΣL(XL) →
πE(X,ϕ) which assigns to the homotopy class [G] of a map G : XL → L \ {0}
the homotopy class [g]ϕ of the ϕ-field g : X → L which is an arbitrary compact
extension onto X of the map XL 3 x 7→ GL(x) = ϕ(x)−G(x). We have already
seen (recall (∗) above) that ξL is well-defined (and even injective if we restrict
“admissible” ϕ-homotopies to those mapping X× [0, 1] into L). It is a matter of
simple calculation to check that the family {ξL | L ∈ Λ} of set-transformations
is compatible with Σ (treated as a direct system in the category of sets), i.e. for
any L,N ∈ Λ with L ⊂ N , ξL ◦ ∆LN = ξN . Hence there is a unique (limit)
set-transformation ξ : ΣE(X,ϕ)→ πE(X,ϕ) such that ξ ◦ σL = ξL.

The transformation ξ is bijective.

Indeed, we have already shown that given a ϕ-field g : X → E there is
a finite-dimensional subspace L (without loss of generality we may assume that
L ∈ Λ) and a ϕ-field gL : X → L which is ϕ-homotopic to g; hence [g]ϕ = ξL([G])
where XL 3 x 7→ G(x) = ϕ(x) − g(x) ∈ L \ {0}. In other words, πE(X,ϕ) =⋃
L∈Λ ξ

L(ΣL(XL)).

Suppose now that there are subspaces L,N ∈ Λ and maps G0 : XL → L\{0},
G1 : XN → N \ {0} such that ξL([G0]) = ξN ([G1]); thus if a ϕ-field gi : X → L

represents ξL([Gi]), i = 0, 1, then there is a ϕ-homotopy h : g0 'ϕ g1 : X → E.
If h itself is finite-dimensional, say h(X × [0, 1]) ⊂ M ∈ Λ (clearly L,N ⊂ M),
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and XM 3 x 7→ Qi(x) = ϕ(x)− gi(x) ∈M \ {0}, i = 0, 1, then Q0 ' Q1 : XM →
M \ {0} and, in view of (∗∗) above, ∆LM ([G0]) = [Q0] = [Q1] = ∆NM ([G1]).

If h is not finite-dimensional, then arguing as in part (2) II of the proof of (i),
we obtain the same assertion. This completes the proof of (ii).

(iii) If the object (Y, ψ) is regular, then in view the Sklyarenko theorem, so
is (X,ϕ). Now assertion (iii) follows from (i) and (ii) because ∆LN behaves
well with respect to induced homomorphisms, in other words ∆LN is a natural
transformation of the cofunctor ΣL to ΣN . �

Example 4.9. For some instances, the group πE(X,ϕ) may be easily com-
puted. If E′ is a Banach space, dimE = ∞, Φ : E′ → E is a Fredholm op-
erator of index k ≥ 0, X = S is the unit sphere in E′ and ϕ = Φ|, then
(S, ϕ) is a regular object and πE(S, ϕ) = πks (S0) is the kth stable cohomo-
topy group of spheres. To see that, let Λ′ be a subfamily in Λ consisting
of linear subspaces of sufficiently large dimension and in “general position”
with respect to the range R(Φ), that is, L ∈ Λ′ if and only if L = L′ ⊕ Z
where Z ⊕ R(Φ) = E and L′ ⊂ R(Φ). Clearly Λ′ is cofinal in Λ and thus
πE(S, ϕ) = lim−→L∈Λ′ π

dimL−1(SdimL−1+k) because ϕ−1(L) = S ∩ Φ−1(L′) and
dim Φ−1(L′) = dimL′ + dim Ker(Φ) = dimL + k. If dimL is sufficiently large,
then by the suspension theorem, πdimL−1(SdimL−1+k) ∼= πks (S0).

The introduced cofunctor πE admits a generalization in analogy to the infi-
nite-dimensional stable cohomotopy theory of Gęba (see [12]).

Namely assume that dimE = ∞ and we are given a filtration {En}∞n=0 of
linear subspaces such that dimEn = n, En ⊂ En+1, and a family of comple-
menting closed subspaces {En}, i.e. En ⊕ En = E and En ⊂ En−1 for each
n ≥ 1. Additionally let Z be a straight line (with a fixed orientation) lying in⋂∞
n=0En.

For each object (X,ϕ) in LS(E), a closedA ⊂ X and n ≥ 0 let π∞−n(X,A;ϕ)
be the set of all ϕ-homotopy classes of compact maps g : X → E such that
(ϕ − g)(X) ⊂ En \ {0} and (ϕ − g)(A) ⊂ En \ Z− where Z− is the negative
(open) half-line (ϕ-homotopies are compact maps h : X × [0, 1] → E such that
(ϕ− h)( · , t) : (X,A)→ (En \ {0}, En \ Z−)).

It is easy to see that if A = ∅, then π∞−n(X,ϕ) = πEn(X,ϕn) where ϕn =
pn ◦ ϕ and pn : E → En is the linear projection parallel to En. Moreover, for
a linear subspace L in “general position” with respect to En (i.e. L = En ⊕ L′

where L′ ⊂ En) we have ϕ−1(L) = ϕ−1n (L′). The family of such subspaces is
cofinal in the family of all subspaces.

Evidently if (X,ϕ) is a regular object, then so is (X,ϕn). Therefore in this
case one can pull back the group structure from πEn(X,ϕn) onto π∞−n(X,ϕ),
n ≥ 0. Reasoning similarly one shows that the set π∞−n(X,A;ϕ) also admits
such a structure.
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Arguing as in [12] (with necessary modifications suggested by the proof
above) one shows that the family {π∞−∗}∞n=0 of cofunctors gives rise to an
(extraordinary) cohomology theory (i.e. satisfies the Eilenberg–Steenrod axioms
save the dimension axiom)—the so-called infinite-dimensional stable cohomotopy
theory.

It is also easy to show that if f : (X,ϕ) → (Y, ψ) in LS(E) is a perfect
surjection, A ⊂ X, B ⊂ Y are closed, f−1(B) = A and i(f) <∞, then π∞−n(f) :
π∞−n(Y,B;ψ) → π∞−n(X,A;ϕ) is a bijection (resp. an isomorphism provided
the object (Y, ψ) is regular) for any n ≥ 0.
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