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HOMOCLINIC SOLUTIONS FOR A CLASS OF SYSTEMS
OF SECOND ORDER DIFFERENTIAL EQUATIONS
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Dedicated to Louis Nirenberg

1. Introduction

Variational methods have recently been applied to the search of homoclinic
solutions for first and second order Hamiltonian systems (see e.g. [1, 2, 3, 6] and
the references therein). Homoclinic solutions obtained there are mountain pass
points for suitable functionals, namely either the Lagrangian functional or its
dual with respect to the Legendre transform. In order to apply the mountain
pass theorem to the Lagrangian functional, one requires that the spectrum of the
operator describing the system linearized at zero is contained in (0,∞), while
to switch to the dual functional it is necessary to assume that the potential (or
the Hamiltonian) is the sum of a quadratic and a convex part. Furthermore,
the potential of the second order systems treated in the above cited references
is required to have a local maximum at zero.

In this paper we prove the existence of a nontrivial homoclinic solution of
the system of second order differential equations

(1) q̈(t) + A(t)q(t) = −Wq(q(t), t), q ∈ RN , t ∈ R.
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We make the following assumptions:

(i) W ∈ C1(RN+1, R), A(t) is a symmetric N ×N matrix, continuous with
respect to t, and both A(t) and W (q, t) are 2π-periodic in t.

(ii) There is α > 2 such that Wq(q, t) · q ≥ αW (q, t) for all t and q.
(iii) There are a1, a2 > 0 such that a1|q|α ≤ W (q, t) and |Wq(q, t)| ≤

a2|q|α−1 for all t and q.

Note that by the second inequality in (iii) there exists a constant a3 such that
W (q, t) ≤ a3|q|α.

The novelty of our result is that we neither require the potential V (q, t) =
1
2 (A(t)q, q) + W (q, t) to have a local maximum at q = 0, nor the superquadratic
part W (q, t) to be convex with respect to q. However, we do require that the
operator q 7→ q̈ + A(t)q is invertible. More precisely, let H = H1(R, RN ) be the
usual Sobolev space and let L be the self-adjoint operator defined by

(Lq, p) =
∫

R
(q̇(t)ṗ(t)−A(t)q(t)p(t)) dt, q, p ∈ H.

Then we assume:

(iv) 0 6∈ σ(L).

We prove the following theorem:

Theorem 1. Assume (i)–(iv). Then equation (1) admits a nontrivial solu-
tion q which is homoclinic to 0 and such that q ∈ C2(R, RN ) ∩H1(R, RN ).

Assumption (iv) requires some comments: in [7] it is proved that if N = 1,
then L has only continuous spectrum, and if A(t) is not constant, there exists at
least one spectral gap, i.e. an interval [ν1, ν2] such that [ν1, ν2]∩σ(L) = {ν1, ν2};
moreover, if A(t) is not real analytic, then there exist infinitely many such gaps.
If N > 1, then it can be seen that assumption (iv) holds for a large class of
matrices A(t); in such cases we can decompose H into two L-invariant subspaces
on which L is positive respectively negative definite, that is, H = H+ ⊕ H−

and there exists a constant λ̂ > 0 such that (Lq, q) ≥ λ̂‖q‖2 for q ∈ H+ and
(Lq, q) ≤ −λ̂‖q‖2 for q ∈ H−. Although we do not exclude the possibility of
having σ(L) ⊂ (0,∞), in this case stronger results than ours have been obtained
in [2, 6].

The Lagrangian functional

(2) J(q) =
1
2
(Lq, q)−

∫
R

W (q, t) dt, q ∈ H,

has the property that J(q) ≥ a > 0 for q ∈ H+, ‖q‖ = % > 0 and J(q) ≤ 0
for q ∈ H− (the so-called linking geometry); however, since H+ and H− are
infinite-dimensional spaces and the derivative of the second term on the right
hand side of (2) is not a compact operator, we could not work directly in the
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space H. Instead we obtain a sequence of periodic solutions of (1) by a standard
linking argument (see Th. 5.3 of [5]), and show via suitable estimates that this
sequence converges to a homoclinic solution q 6= 0.

2. Periodic solutions

For all positive integers n, let In = [−πn, πn], let Hn = {q ∈ H1(In, RN ) :
q(−πn) = q(πn)} endowed with the norm ‖ · ‖Hn

and Lp
n = Lp(In, RN ) endowed

with the norm ‖ · ‖Lp
n

(we will write ‖ · ‖ and ‖ · ‖p for these norms when no
ambiguity arises), and let Ln : Hn → Hn be the self-adjoint operator defined by

(Lnq, ϕ) =
∫

In

(q̇(t)ϕ̇(t)−A(t)q(t)ϕ(t)) dt, q, ϕ ∈ Hn.

Critical points of the functional Jn : Hn → R defined by

(3) Jn(q) =
1
2
(Lnq, q)−

∫
In

W (q, t) dt

are weak 2πn-periodic solutions of (1), and in fact they are classical solutions
because of the continuity of A(t) and Wq(q, t) (here and in the following we
identify the functions q ∈ Hn with their 2πn-periodic extensions).

To prove the existence of critical points qn of Jn and to obtain necessary
estimates, we need some technical lemmas:

Lemma 1. There exists a constant ĉ independent of n such that ‖q‖Lp
n
≤

ĉ ‖q‖Hn for all q ∈ Hn and p ∈ [2,∞].

Proof. By the definitions of the norms we have ‖q‖L2
n
≤ ‖q‖Hn

for all
q ∈ Hn. In [6] (see eq. 2.18) it is proved that there exists ĉ such that ‖q‖L∞n ≤
ĉ ‖q‖Hn for all q ∈ Hn. Then if p ∈ (2,∞) we have

‖q‖p
Lp

n
=

∫
In

|q|p ≤
∫

In

|q|p−2|q|2 ≤ ‖q‖p−2
L∞n

‖q‖2L2
n
≤ ĉ p−2‖q‖p

Hn
,

that is, ‖q‖Lp
n
≤ ĉ (p−2)/p‖q‖Hn ≤ ĉ ‖q‖Hn . �

Lemma 2. For all n ∈ N there exists a bounded operator in : Hn → H such
that inq(t) = q(t) for t ∈ [−πn, πn] and

(4) ‖q‖Hn ≤ ‖inq‖H ≤ ‖q‖Hn + c|q(πn)| ≤ (1 + cĉ)‖q‖Hn ,

where the constant c is independent of n.

Proof. We give an explicit definition of the operator in:

in(q)(t) =


(πn + 1 + t)q(πn) if t ∈ [−πn− 1,−πn],

q(t) if t ∈ [−πn, πn],

(πn + 1− t)q(πn) if t ∈ [πn, πn + 1],

0 if t ∈ (−∞,−πn− 1) ∪ (πn + 1,∞);
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then the first inequality in (4) is trivial, the second follows by direct computation
and the third by Lemma 1. �

Lemma 3. There exist n ∈ N and λ > 0 such that each space Hn with n ≥ n

splits into two Ln-invariant subspaces H+
n and H−

n such that (Lnq, q) ≥ λ‖q‖2

for q ∈ H+
n and (Lnq, q) ≤ −λ‖q‖2 for q ∈ H−

n .

Proof. We prove the first statement, the proof of the second being similar.
Hn admits the decomposition Hn = H+

n ⊕ker Ln⊕H−
n into subspaces where Ln is

respectively positive definite, zero and negative definite because it is self-adjoint.
Now by contradiction, assume that there exists a sequence {qn} of eigenfunctions
such that qn ∈ H+

kn
⊕ ker Lkn

for some kn ≥ n, ‖qn‖ = 1, Lkn
qn = λnqn and

λn → 0; such a sequence exists because each Lkn is a compact perturbation of
the identity. Then qn satisfies

(5) −q̈n −Aqn = λn(−q̈n + qn)

and ikn
qn ⇀ q in H up to a subsequence because by Lemma 2 the sequence

{iknqn} is bounded; by the Sobolev embedding iknqn → q in C0
loc(R, RN ), and by

equation (5), ikn
qn → q in C2

loc(R, RN ); therefore q satisfies −q̈(t)−A(t)q(t) = 0
for all t ∈ R and as 0 is not an eigenvalue of L in H we infer q ≡ 0. Let
q̂n(t) = qn(t−πkn); the sequence {q̂n} has the same properties as {qn}, therefore
the same conclusions apply, namely ikn q̂n → 0 in C2

loc(R, RN ), hence q̂n(0) =
qn(±πkn) → 0 and ˙̂qn(0) = q̇n(±πkn) → 0. By the definition of in we get

‖Likn
qn‖ ≤ sup

‖ϕ‖=1

∫
Ikn

[q̇nϕ̇−Aqnϕ] + sup
‖ϕ‖=1

∫
bIkn

[
d

dt
(ikn

qn)
d

dt
ϕ−Aikn

qnϕ

]
,

where Îkn
= [−πkn − 1,−πkn] ∪ [πkn, πkn + 1]; integrating by parts twice we

have

sup
‖ϕ‖=1

∫
Ikn

[q̇nϕ̇−Aqnϕ] ≤ sup
‖ϕ‖=1

[q̇nϕ|πkn

−πkn
] + sup

‖ϕ‖=1

∫
Ikn

(−q̈n −Aqn)ϕ

≤ 2 sup
‖ϕ‖=1

[q̇nϕ|πkn

−πkn
] + λn sup

‖ϕ‖=1

∫
Ikn

[q̇nϕ̇ + qnϕ]

≤ 4ĉq̇n(πkn) + λn → 0.

Using the definition of in given in the proof of Lemma 2 we see that there exists
a constant c such that

sup
‖ϕ‖=1

∫
bIkn

[
d

dt
(ikn

qn)
d

dt
ϕ−Aikn

qnϕ

]
≤ cqn(πkn) → 0;

hence Liknqn → 0 and ‖iknqn‖ ≥ 1, contradicting the invertibility of L on H. �
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Lemma 4. For all n the functional Jn satisfies the Palais–Smale condition.

Proof. Let {qk} be a Palais–Smale sequence for Jn; then there exist a
constant c and a sequence of positive numbers {εk} decreasing to 0 such that

c + εk‖qk‖ ≥ 2Jn(qk)− J ′n(qk)[qk],

hence by (ii) and (iii),

c + εk‖qk‖ ≥
∫

In

Wq(qk, t) · qk − 2
∫

In

W (qk, t)(6)

≥ (α− 2)
∫

In

W (qk, t) ≥ a1(α− 2)‖qk‖α
α;

for all k let q+
k and q−k be the projections of qk on H+

n and H−
n ; then

λ‖q±k ‖
2 ≤ |(Lnq±k , q±k )| ≤ εk‖q±k ‖+

∣∣∣∣ ∫
In

Wq(qk, t)q±k

∣∣∣∣
≤ εk‖q±k ‖+ a2

∫
In

|qk|α−1|q±k | ≤ εk‖q±k ‖+ a2‖qk‖α−1
α ‖q±k ‖α.

By Lemma 1, ‖q±k ‖α ≤ ĉ ‖q±k ‖ and therefore ‖q±k ‖ ≤ λ−1(εk + a2ĉ ‖qk‖α−1
α ); by

the last inequality and (6) we finally infer

‖qk‖ ≤ ‖q+
k ‖+ ‖q−k ‖ ≤ 2λ−1(εk + a2ĉ ‖qk‖α−1

α ) ≤ c(‖qk‖(α−1)/α + 1),

where c is some constant, and hence the sequence is bounded. The conclusion is
standard by a compactness argument (see e.g. [5]). �

In order to apply the linking theorem to the spaces Hn we need the following
estimates:

Lemma 5. There exist %, a > 0 such that Jn(q) ≥ a for all q ∈ H+
n with

‖q‖Hn
= % and for almost all n ∈ N.

Proof. By Lemma 3, for all q ∈ H+
n with ‖q‖Hn

= % and n ≥ n we have
(Lnq, q) ≥ λ%2 and by Lemma 1, ‖q‖α ≤ ĉ%; therefore

Jn(q) =
1
2
(Lnq, q)−

∫
In

W (q, t) ≥ λ

2
‖q‖2 − a3‖q‖α

α ≥
λ

2
%2 − a3ĉ

α%α,

and the assertion follows on choosing a suitable value for %. �

The spaces H−
n have finite dimension and since W ≥ 0 we have Jn(q) ≤ 0

for all q ∈ H−
n , therefore the standard linking theorem (see e.g. [5]) provides a

2πn-periodic solution qn of equation (1).
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More precisely, let Qn = (BR∩H−
n )⊕[0, se], where BR = {q ∈ Hn : ‖q‖ ≤ R}

and the constants R, s > 0 and e ∈ Hn \ H−
n are such that Jn(q) ≤ 0 for all

q ∈ ∂Qn. Let Γn = {γ ∈ C(Qn,Hn) : γ|∂Q = id}; then

(7) bn = inf
γ∈Γn

max
q∈Qn

J(γ(q))

is a critical level for Jn. During the course of the proof of Lemma 6 below we
will show that R, s and e as above indeed exist and may be chosen independently
of n. Note that by Lemma 5 and the definition of bn we have bn ≥ a > 0 for
almost all n.

3. Proof of Theorem 1

To consider the limit of the sequence {qn} of periodic solutions as n → ∞
we need an upper estimate on the critical levels:

Lemma 6. There exist n ∈ N, e ∈ Hn \H−
n and R, s, A > 0 such that if bn

is defined as in (7), then Jn ≤ 0 on ∂Qn and bn ≤ A for all n ≥ n.

Proof. The proof requires four steps.
(a) Choose e ∈ H such that ‖e‖ = 1, supp[e] ⊂ In and (Le, e) > 0; by the

density of the functions with compact support in H there exists n satisfying
these requirements; note that as e ∈ H1

0 (In, RN ), we can assume e ∈ Hn for all
n ≥ n as well as e ∈ H, furthermore ‖e‖Hn = 1. Choosing a larger n if necessary
we may also assume that the conclusion of Lemma 3 is valid for n ≥ n.

(b) There exists R > 0 such that Jk(q + se) ≤ 0 for all k ≥ n, all q ∈ H−
k

with ‖q‖ = R, and all s ≥ 0. By contradiction, if such an R does not exist, then
there exist sequences {Rn} ⊂ R, {sn} ⊂ R and {qn}, qn ∈ H−

kn
for some kn, such

that ‖qn‖ = Rn, Rn →∞ and

(8) Jkn
(qn + sne) > 0.

We have

(9) Jkn(qn + sne) ≤ 1
2
(Lkn(qn + sne), qn + sne)− a1

∫
Ikn

|qn + sne|α.

Let pn = qn/Rn and σn = sn/Rn. Then by (8) and (9) we infer

(10)
1
2
(Lkn

pn, pn) + σn(Lkn
pn, e)

+
1
2
σ2

n(Le, e)−Rα−2
n a1

∫
Ikn

|pn + σne|α > 0.

The sequence {σn} is bounded above and it is bounded away from zero; indeed,
inequality (10) cannot hold when σn is too small because (Lknpn, pn) ≤ −λ,
while if σn → ∞ we get a contradiction dividing the whole inequality by σα

n .
Hence σn → σ > 0 up to a subsequence, and the first three terms of (10) are
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bounded. Note that by the definition of e and Ln we have for all n ≥ n and for
all q in Hn,

(Lnq, e) =
∫

In

[q̇ė−Aqe] =
∫

In

[q̇ė−Aqe] ≤ c‖q‖,

hence dividing again (10) by Rα−2
n we get

(11)
∫

Ikn

|pn + σne|α <
c

Rα−2
n

for some constant c. Let p̂n be the restriction of pn to the interval In; we have
p̂n ∈ H1(In, RN ) and ‖p̂n‖H1(In,RN ) ≤ 1, therefore p̂n converges weakly, up
to a subsequence, to some function p ∈ H1(In, RN ). By (11), p̂n → −σe in
Lα(In, RN ), therefore p̂n ⇀ −σe in H1(In, RN ) and by the definition of Ln we
get

(Lkn
pn, e) = (Lnp̂n, e) = (p̂n, Le) → −σ(Le, e),

and finally

lim sup
n→∞

1
2
(Lkn

pn, pn) + σn(Lkn
pn, e) +

1
2
σ2

n(Le, e)−Rα−2
n a1

∫
Ikn

|pn + σne|α

≤ −λ

2
− 1

2
σ2(Le, e) < 0,

contradicting (10).
(c) There exists s > 0 such that Jn(q + se) ≤ 0 for all q ∈ H−

n with ‖q‖ ≤ R

and all n ≥ n. By the inequality

a1

∫
In

|q + se|α ≥ δ

(
sα

∫
In

|e|α −
∫

In

|q|α
)

(which holds for some δ > 0 and all s ≥ 2‖q‖α/‖e‖α) we get

Jn(q + se) ≤ 1
2
(Lnq, q) + s(Lnq, e) +

1
2
s2(Le, e)− δsα

∫
In

|e|α + δ

∫
In

|q|α

and the result follows for large s because ‖q‖α
α ≤ ĉα‖q‖α ≤ ĉαRα.

(d) As the identity map is in Γn, we have

bn = inf
γ∈Γn

max
τ∈Qn

Jn(γ(τ)) ≤ max
q∈Qn

Jn(q) ≤ s(Lnq, e) +
1
2
s2(Le, e) ≤ c(Rs + s2),

where R and s are the n-independent constants obtained in the previous steps.�

Lemma 7. There exist two positive constants l and l′ such that l ≤ ‖qn‖Hn

≤ l′ for almost all n.

Proof. The lower bound follows by Jn(qn) ≥ a > 0.
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By Lemma 6 we have Jn(qn) ≤ A for almost all n, therefore 2A ≥ 2Jn(qn)−
J ′n(qn)[qn] and

2A ≥
∫

In

Wq(qn, t) · qn − 2W (qn, t) ≥ (α− 2)
∫

In

W (qn, t)(12)

≥ (α− 2)a1‖qn‖α
α.

Let q+
n and q−n be the projections of qn on H+

n and H−
n ; then

λ‖q±n ‖2 ≤ |(Lnq±n , q±n )| =
∣∣∣∣ ∫

In

Wq(qn, t)q±n

∣∣∣∣
≤ a2

∫
In

|qn|α−1|q±n | ≤ a2‖qn‖α−1
α ‖q±n ‖α;

but by Lemma 1, ‖q±n ‖α ≤ ĉ ‖q±n ‖, so by (12), ‖qn‖α−1
α is bounded and the claim

follows. �

Having obtained a sequence of 2πn-periodic solutions of equation (1), we can
prove the existence of a homoclinic solution: by using Lemmas 2, 7 and the fact
that qn satisfies (1) we find that inqn ⇀ q in H up to a subsequence and inqn → q

in C2
loc(R, RN ) (cf. the proof of Lemma 3). Hence q is a classical homoclinic

solution of (1). We have to prove that q 6= 0. First note that ‖qn‖∞ ≥ c > 0 by
the following lemma, which is a special case of Lemma I.1 of [4]:

Lemma 8. Let 1 < p ≤ ∞ and 1 ≤ q < ∞. Let {fn} be a bounded sequence
in Lq(R) such that {f ′n} is bounded in Lp(R). If there exists R such that

lim
n→∞

[
sup
y∈R

∫ y+R

y−R

|fn(x)|q dx

]
= 0

then fn → 0 in Lr(R) for all r ∈ (q,∞).

If ‖qn‖∞ → 0, it follows from this lemma that ‖qn‖α → 0. Hence
∫

In
W (qn, t)

→ 0 and
∫

In
Wq(qn, t)qn → 0, and from J ′n(qn)[qn] = 0 we would infer (Lqn, qn)

→ 0 and J(qn) → 0, contradicting the lower bound of bn.
The functionals Jn are invariant by translations of t by integer multiples of

2π, therefore as ‖qn‖∞ ≥ c > 0 for almost all n, we can assume that there exists
tn ∈ [0, 2π] such that |qn(tn)| ≥ c and as qn converges uniformly in [0, 2π], we
obtain q 6= 0.
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[1] V. Coti Zelati, I. Ekeland and E. Séré, A variational approach to homoclinic orbits

in Hamiltonian systems, Math. Ann. 288 (1990), 133–160.

[2] V. Coti Zelati and P. H. Rabinowitz, Homoclinic orbits for second order Hamilton-
ian systems possessing superquadratic potentials, J. Amer. Math. Soc. 4 (1991), 693–727.



Homoclinic Solutions for a Class of Systems 197

[3] H. Hofer and K. Wysocki, First order elliptic systems and the existence of homoclinic

orbits in Hamiltonian systems, Math. Ann. 288 (1990), 483–503.

[4] P. L. Lions, The concentration compactness principle in the calculus of variations.

The locally compact case, part 2, Ann. Inst. H. Poincaré Anal. Non Linéaire 1 (1984),
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