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Introduction

The topic of  language origin and evolution has been considered 
for a long time as a difficult question to address scientifically because 
of poverty of empirical data and limitations in methodology (Müller, 1861). 
These considerations have led to the well-known edicts by the Société 
de Linguistique de Paris in  1866 and the Philological Society of  London 
in  1872 that forbade all members from presenting speeches on the topic. 
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Nowadays the situation has profoundly changed and the study of language 
phylogenesis is at the center of a renewed interest (e.g. Fitch, 2010; Tallerman 
& Gibson, 2012). A first important step in this regard was in the 1970s when 
Gordon Hewes (1973) published his seminal paper Primate communication 
and the gestural origin of  language. With his work Hewes reopened the 
way to the studies on language evolution, explaining the origin of human 
communication in a gestural theoretical framework and synthetizing evidence 
from primatology, paleoanthropology, and neuroscience. A second milestone 
was the article by Pinker and Bloom (1990) Natural Language and Natural 
Selection, in  which the authors explained the evolution of  the language 
faculty from a Neo-Darwinian perspective, by considering it as an adaptation 
for communication. From that moment on, many different interpretative 
models have been proposed to shed light on the communicative capacities 
of our ancestors that might have led to the development of language as we 
know it today (e.g. Bickerton, 1990; Donald, 1991; Dunbar, 1996; Corballis, 
2002; Hurford, 2007; Tomasello, 2008; Arbib, 2012). What these different 
models have in common is an inherently interdisciplinary character that has 
gradually become a default principle in language evolution research (Ferretti 
et al., 2018; Fitch, 2017; Gong et al., 2013). Among the disciplines involved 
in  the study of  language origin there are: archaeology, biology, computer 
simulation, cognitive and developmental psychology, genetics, linguistics, 
neuroscience, paleoanthropology, and primatology. As highlighted by Fitch 
(2017), thanks to this interdisciplinary enterprise,

We have whole new classes of  data that provide new insights 
into key issues and problems (e.g., paleo-DNA). The field also 
profits from a productive new inter-disciplinary community that 
is  constructively engaging with these problems (centered around 
the biennial EvoLang conference series), and a flood of  more 
traditional sorts of  data (e.g., regarding animal cognition and 
communication, genetics, and neuroscience). This combination 
has led to increasingly sophisticated models of language evolution 
that make multiple testable predictions, and improved evaluation 
criteria for assessing such models. The result […] is  an ongoing 
transition of  scientific research on language evolution from one 
dominated by speculation and pet hypotheses to “normal science”. 
(Fitch, 2017, p. 3)

This special issue of  Theoria et Historia Scientiarum focuses on the 
contribution to the study of language evolution offered by three disciplines: 
biology, psychology, and linguistics. In  this Introduction, we will present 
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some classical examples illustrating how the results coming from them can 
shed light on the phylogenetic roots of our own typical way of communicating. 

Biological Predispositions for Language:  
The Evolution of the Vocal Tract

Language largely relies on our biology (e.g. Lenneberg, 1967; Caplan, 
Roch Lecours, &  Smith, 1984; Fitch, 2012). The study of  the biological 
predispositions of language can be addressed from different points of view, 
since stating that language depends on our biology means saying, at 
a general level, that it  relies on our bodies, genes and brains. Therefore, 
anatomy, genetics and neurosciences can all contribute to point out the main 
biological features necessary for language to evolve. Here we focus on one 
specific anatomic feature that for a long time was thought to be crucial for 
the evolution of  speech: the shape of  the vocal tract. Research exploring 
the morphology and physiology of  the vocal tract benefits from empirical 
findings in comparative anatomy and aims “to obtain the evidence of presence 
or absence of critical conformations associated with unique human behaviors 
like speech, and assumes that unique behaviors like language must be 
determined by unique anatomical or physiological arrangements” (Gong 
et al., 2018, p. 121). 

Investigations exploring the evolution of  the vocal tract start from 
a fundamental observation: the human supralaryngeal vocal tract (SVT) 
is  anatomically different from that of  other living primates (Lieberman, 
2007). The human SVT is divided into two parts: a horizontal portion in the 
oral cavity including the mouth and oropharynx; a vertical portion in  the 
throat, i.e., the pharynx, which is located behind the tongue and above the 
larynx, extending from the palate down to the vocal cords. In modern adult 
human beings, these two portions form a right angle to one another and are 
approximately equal in length. This anatomic configuration of the vocal tract 
is crucial for speech as “the supralaryngeal vocal tract acts as an acoustic 
filter that determines the phonetic quality of the sounds” (Lieberman, 2007, 
p.  40). On the contrary, in  nonhuman primates the larynx is  located high 
in the throat (near the base of the mandible) and the tongue is long and largely 
restricted to the oral cavity. The result is a disproportionate shape of the SVT 
in nonhuman primates. For this reason, the range of vocal sounds available 
to these animals is widely constrained. 

From the point of  view of  language evolution, the questions to be 
addressed are the following: when did fully human vocal tract appear? Did our 
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hominin ancestors own this anatomical configuration necessary for speech? 
To answer these questions, it is necessary to reconstruct the anatomy of the 
SVT of a fossil, and, particularly, the position of the larynx in the throat. The 
problem is that the SVT is a soft tissue and bones are all that remain in the 
fossil record. However, there are some indirect clues that can be used to 
infer the possible location of the larynx in extinct hominins (cf. Fitch, 2010). 
Among these, the basicranial angle − the base of the skull connected to the 
vertebral column that in the human beings form a 90-degree angle − and the 
hyoid bone – the bone supporting the root of the tongue. The first important 
investigation on this topic was that of  Lieberman and Crelin (1971). The 
authors tried to determine the probable vocal tract of  fossil hominins by 
establishing correlations between the basicranial angle and the vocal tract 
in living nonhuman primates and then making inferences based on this angle 
in a fossil. They analyzed the basicranial flexion of a Neanderthal fossil and 
suggested that it was similar to that observed in modern chimpanzees rather 
than to that of modern adult human beings. Starting from these observations, 
the authors proposed that the larynx of Homo neanderthalensis was located 
high in the throat and that, because of this, he was unable to produce fully 
articulated language. According to the authors, in fact, fully human speech 
emerged relatively late, about 50,000 years ago, in Homo sapiens (who first 
appeared as species 200,000 years ago) (Lieberman, 2007, p. 59). 

The hypothesis advanced by Lieberman and Crelin has been disputed 
over the years and nowadays the idea that the SVT of Homo neanderthalensis 
was like that of chimpanzee is not supported anymore (cf. Mithen, 2005). 
An important study in  this respect was the analysis of  the hyoid bone 
of  a Neanderthal fossil found in  Kebara (Israel) (Arensburg et  al., 1990). 
As mentioned above, the hyoid bone, which provides an anchoring structure 
for the tongue as well as most of the other muscles of the vocal tract, can be 
used as an indirect clue to infer the position of the larynx (the larynx hangs 
below hyoid bone). Researchers who analyzed the hyoid bone of  Kebara 
fossil observed that its shape was similar to that of modern human beings. 
This observation led to conjecture that the larynx was located low in  the 
throat too. This opened the way to the hypothesis that a Neanderthal might 
have had a vocal apparatus similar, albeit not identical, to that of  Homo 
sapiens. Further findings contributed to corroborate such a view. Martinez 
and colleagues (2008) analyzed two hyoid bones from the middle Pleistocene 
site of the Sima de los Huesos (Spain) dating back at least 530,000 years. 
Human fossils found in  this site have been assigned to the species Homo 
heidelbergensis, the last common ancestor of Homo neanderthalensis and 
Homo sapiens, representing the ancestral European population that evolved 
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into the Neanderthals. The two hyoid bones analyzed were like to those 
of  modern human being and Neanderthal in  both their morphology and 
dimensions and different from the hyoid bones of  chimpanzees and more 
ancient homininis (i.e., Australopithecus afarensis). Thus, as the authors 
highlighted, “the genus Homo has been characterized by a modern-human-
like anatomy of the hyoid bone since at least 530 ka” (Martinez et al., 2008, 
p. 123). 

However, it  should be noted that prominent researchers in  the field 
of language evolution (e.g. Fitch, 2010, 2017) have suggested that it is the 
neural control of the vocal tract, rather than the robust morphology of the SVT, 
which is significantly different between humans and primates, and thus likely 
contributes to observed differences for speech propensity. To this regard, one 
of the fossil clues brought into play to reconstruct the neural vocal control 
of our ancestors is  the enlargement of  the thoracic canal in Homo sapiens 
relative to earlier hominins and other primates (MacLarnon &  Hewitt, 
1999). The relevance of such fossil clue for the evolution of the neural basis 
of speech is related to the fact that in the thoracic spinal cord there are neurons 
that control muscles involved in breathing. As these muscles are implicated 
in  the fine control of pulmonary pressures during vocal production, it has 
been hypothesized that an enhanced breathing control (made possible by an 
enlargement of  the thoracic canal) represented an adaptation to fine vocal 
control and speech. Starting from these observations, MacLarnon and Hewitt 
(1999) analyzed the thoracic canal diameter in extant primates, modern Homo 
sapiens and extinct hominins, such as Australopithecus afarensis and Homo 
ergaster. Their analysis revealed that the thoracic vertebral canal of  these 
hominins was of similar relative size to that of extant nonhuman primates, 
and substantially smaller than that of modern humans. Interestingly, from 
this study emerged that Neanderthals had a thoracic vertebral canal of similar 
relative dimensions to that of  modern Homo sapiens. Although our fossil 
evidence for the evolution of thoracic canal size is limited, according to Fitch 
(2010) the few existing data on that are plausible and well supported. In his 
opinion, indeed, 

The solid data come from living primates and modern humans, 
from the “Turkana Boy” Homo ergaster skeleton, and from several 
Neanderthal specimens, and indicate that thoracic expansion 
occurred sometime in  the million-year period of  evolution after 
Homo ergaster but before Neanderthals (e.g. later Homo erectus or 
H. heidelbergensis). (Fitch, 2010, p. 335)
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Overall, these findings, in conjunction with a broader range of evidence 
coming from other disciplines (for a discussion: Dediu & Levinson, 2013), 
contributed to reassess the antiquity of  speech from 50,000/100,000 years 
to half a million years. Indeed, according to Dediu and Levinson (2013, 
p.  6), “the number and diversity of  clues, taken together, clearly point 
in  the direction of  a modern capacity for speech in  the common ancestor 
of Neanderthals and modern humans.” 

Psychological Prerequisites for Language:  
The Role of Mindreading

In addition to investigations centered on the evolution of  speech, 
research on language evolution is also characterized by theoretical models 
and empirical studies aiming at unveiling the cognitive capacities underlying 
the evolution of human communication (Tomasello, 2008; Corballis, 2011; 
Scott-Phillips, 2015; Ferretti, 2016; Ferretti et  al., 2017). Attention to 
comparative cognitive research can be explained by increasing understanding 
that knowledge of how cognition forms in evolution, what cognitive abilities 
are required for language (and what is their evolutionary history), along with 
the relationship between cognition and communication in  various species 
are crucial for understanding the complexity of language evolution. As can 
be expected, also this kind of research cannot rely on direct evidence: same 
as speech, cognition does not fossilize. However, it is possible to attempt to 
reconstruct the cognitive evolution of our extinct ancestors exploiting data 
coming from primatology and cognitive ethology: the mind of our closest 
relatives, the great apes, with whom we share a common ancestry dating back 
six or seven million years, can be used for developing models of cognitive 
capacities of the last common ancestor with chimps and to make inferences 
about the psychological equipment of  the extinct hominins. Additionally, 
comparative data from non-primate species allows researchers to model 
formation of  analogous cognitive and communicative traits, which likely 
contributed to language evolution in humans. Research in various species 
of vertebrates, ranging from birds to mammals, contributes to understanding 
which processes and environmental pressures (e.g. intense competition for 
mating, social environment, altricial offsprings) influenced development 
of specific features of cognition and communicative systems. 

Against this background, investigating the origin and evolution 
of  language corresponds to examine the cognitive capacities underlying 
language processing in order to clarify to what extent these capacities are 
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shared with the great apes. Therefore, the starting point of the perspectives 
embracing this view is the analysis of the cognitive foundations of human 
communication. The interpretive perspective better able to account for this 
aspect is  the ostensive–inferential model of  communication or relevance 
theory (RT; Sperber &  Wilson 1986/1995). Following Grice’s intuition, 
according to which an essential feature of most human communication, both 
verbal and non-verbal, is the expression and recognition of intentions (Grice, 
1957, 1969), RT views communication as an inferential pragmatic process 
in which the generation and the detection of communicators’ intentions are 
central. Indeed, according to RT, a linguistic interaction is characterized by 
the speaker’s meaning, a complex communicative intention aimed to achieve 
a certain effect on the hearer’s mind by means of  the hearer’s recognition 
of the intention to achieve this effect. Scott-Phillips (2015, p. 64) highlighted 
that “when we communicate with others, we must know something about 
their minds in order to understand their intended meanings, and indeed to 
tailor our own utterances to them”. At a general level, identification of others’ 
intentions is made possible by a specific cognitive system defined “theory 
of  mind” or “mindreading”. These terms are used to describe the ability 
to attribute mental states such as beliefs, intentions, and feelings to others 
and to explain and predict the actions that derive from them (e.g. Premack 
& Woodruff, 1978; Baron-Cohen, 1995; Westra & Carruthers, 2018). Theory 
of mind allows us to entertain “metarepresentations”: we do not only mentally 
represent other’s mental states but also process multiple levels of  mental 
representations. In other words, we can think about what you know about 
what she thinks and so on (Scott-Phillips, 2015). The classical experimental 
paradigm allowing to evaluate such ability in humans is the so called “false 
belief task” (Wimmer & Perner, 1983; Baron-Cohen, Leslie, & Frith, 1985), 
which requires the understanding that others my hold and act on false beliefs. 

According to several authors, the mindreading system is  not only 
involved in language processing but had a crucial role in its origins (Sperber, 
1995; Dunbar, 1996; Origgi &  Sperber, 2000; Tomasello, 2008; Scott-
Phillips, 2015). Sperber (1995) proposed that 

human communication is  a by-product of  human meta-
representational capacities. The ability to perform sophisticated 
inferences about each other’s states of  mind evolved in  our 
ancestors as a means of understanding and predicting each other’s 
behavior. This in turn gave rise to the possibility of acting openly 
so as to reveal one’s thoughts to others. As  a consequence, the 
conditions were created for the evolution of  language. Language 
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made inferential communication immensely more effective. It did 
not change its character. All human communication, linguistic or 
non-linguistic, is essentially inferential. Whether we give evidence 
of our thoughts by picking berries, by mimicry, by speaking, or by 
writing – as I have just done –, we rely first and foremost on our 
audience’s ability to infer our meaning. (p. 199)

 
Stating that human meta-representational capacities are at the 

foundation of  language implies saying that theory of mind has a logical 
and temporal priority over language. Therefore, to corroborate this view 
it should be demonstrated that the ability to mentally represent the other’s 
mental states is  also present in  our closest relatives. Do the great apes 
have the ability of theory of mind? This question is at the center of a lively 
debate (Dennett, 1978; Byrne & Whiten, 1988; Heyes, 1998; Hare, Call, 
& Tomasello, 2000; Andrews, 2017; Krupenye et al., 2016), which started 
at the end of the 1970s with the classical paper by Premack and Woodruff 
(1978) Do the chimpanzee have a theory of mind? The authors answered 
affirmatively to the question suggesting that chimpanzees are able to 
interpret other’s behaviors (namely, human’s behavior) by attributing 
mental states. However, despite the positive answer offered by the authors, 
determining whether non-human primates have a a capacity of this kind 
is a controversial fact. For example, years later Premack (1988), referring 
to new studies, suggested that “if the chimpanzee have a theory of mind, 
it  will be weaker than the human one. (…) the states of  mind the 
chimpanzee is  most likely to instantiate are the sensory ones  – seeing, 
wanting, expecting” (p. 175). A similar conclusion was also endorsed by 
Call and Tomasello (2008): 

there is  solid evidence from several different experimental 
paradigms that chimpanzees understand the goals and intentions 
of  others, as well as the perception and knowledge of  others. 
Nevertheless, despite several seemingly valid attempts, there 
is  currently no evidence that chimpanzees understand false 
beliefs. Our conclusion for the moment is, thus, that chimpanzees 
understand others in  terms of  a perception–goal psychology, as 
opposed to a full-fledged, human-like belief–desire psychology. 
(p.187)

However, over recent years the situation has profoundly changed. In this 
respect, it has been crucial a study promoting a new experimental paradigm 
(the anticipatory looking test) that allowed to show that chimpanzees, 
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bonobos, and orangutans recognize that others’ actions are driven not by 
reality, but beliefs about reality, even when those beliefs are false (Krupenye 
et al., 2016). In other words, this study demonstrated that apes can ascribe 
a false belief to an agent, challenging the view that this ability is uniquely 
human (see also Buttelmann et al., 2017). 

If great apes can mentally represent the mental states of others (at least 
to some extent), it can be expected that they also would be able to exploit 
this ability for communication. Is there evidence on that? In  this respect 
the results obtained by Crockford and colleagues (2012) on chimpanzees’ 
vocal communication are particularly interesting. Authors used an alarm-
call-based field experiment, observing the response of members of a group 
of wild chimpanzees to a snake model, a viper, positioned on their path 
of  travel. The results showed that chimpanzees were more likely to give 
alarm calls in  response to a snake in  the presence of  unaware group 
members than in the presence of aware group members. According to the 
authors “chimpanzees keep track of  information available to receivers 
and intentionally inform those who lack certain knowledge (…). [They] 
communicate missing information that is relevant and beneficial to receivers” 
(Crockford et al., 2012, p. 145). In other words, chimpanzees are able to 
monitor the information available to others: they recognize knowledge 
and ignorance in others and control vocal production to selectively inform 
them. They inform ignorant group members of danger with such reasoning 
as “I know something that you don’t know, and I know that this information 
is useful to you.” (for a discussion: Adornetti, 2015). Overall, these results 
(see also Schel et al., 2013) can be used to support the hypothesis mentioned 
above according to which some level of  mindreading abilities might be 
a pre-requisite for evolvement of human communication; and indeed might 
represent a homologous trait found in modern day primates. From this point 
of view, theory of mind represented a crucial psychological prerequisite for 
language to evolve.  

Linguistics Perspectives on Language Evolution:  
The Case of Syntax

One of  the most contentious and controversial debate in  language 
evolution research concerns the origin and evolution of an important linguistic 
dimension: syntax (Bickerton, 1990; Pinker &  Bloom, 1990; Jackendoff, 
1999; Hauser, Chomsky, & Fitch, 2002; Heyne & Kuteva, 2007; Berwick, 
2011; Hurford, 2012; Boeckx &  Benítez-Burraco, 2014a; Tallerman, 



16 Ines Adornetti, Alessandra Chiera, Serena Nicchiarelli, Olga Vasileva

2014). Syntax can be described as “the rule-governed combination of small 
meaningful units (morphemes) into hierarchical structure (phrases and 
sentences) whose meanings are some complex function of those structures 
and morphemes” (Fitch, 2010, p.  104). At a general level, researchers 
aimed at investigating the evolutionary roots of  syntax can be positioned 
along two major views. On the one hand, there are authors who suggested 
that its emergence happened abruptly, for example via a mutation affecting 
the Homo sapiens brain that gave rise to modern language (e.g. Bickerton, 
1990; Chomsky, 2010; Berwick & Chomsky, 2016). On the other hand, there 
are scholars who proposed that syntax evolved slowly and gradually with 
a smooth improvement in  linguistic ability (e.g.  Pinker &  Bloom, 1990; 
Jackendoff, 1999; Tallerman, 2014). In turn, authors embracing this gradualist 
development of syntax can be ascribed to two lines of thought: those who 
explained this development by referring to Darwinian biological evolution 
(e.g. Pinker & Bloom, 1990; Pinker & Jackendoff, 2005) and those who, on 
the contrary, invoked socio-cultural evolution (e.g., Heyne & Kuteva, 2007; 
Christiansen & Chater, 2008; Smith & Kirby, 2008). 

The best-known exponent of  the view according to which syntax 
emerged suddenly in  Homo sapiens is  Noam Chomsky. Although for 
a long time Chomsky considered the investigations on language evolution 
“a complete waste of time” (Chomsky, 1988, p. 183), over the last twenty 
years he has taken part in the debate (Hauser, Chomsky, & Fitch, 2002; Fitch, 
Hauser, & Chomsky, 2005; Hauser et al., 2014) suggesting that the faculty 
of  language, namely Universal Grammar (UG) – an innate computational 
system in the brain specific for language processing –, 

seems to have crystallized fairly recently among a small group 
in  East Africa of  whom we are all descendants, distinguishing 
contemporary humans sharply from other animals, with enormous 
consequences for the whole of the biological world. It is commonly 
and plausibly assumed that the emergence of language was a core 
element in  this sudden and dramatic transformation. (Berwick 
& Chomsky, 2011, p. 20, our emphasis)

According to this perspective, UG appeared quite recently, some 
70,000–100,000 years ago in Homo sapiens, and does not appear to have 
undergone modification since then (Bolhuis et al., 2014). An important claim 
of such perspective is that communication (the element of externalization) 
is a secondary (if not irrelevant) aspect of language, not its key function. For 
example, according to Chomsky, language serves primarily as an internal 
instrument of  thought. Therefore, “[T]he earliest stage of  language would 
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have been a language of  thought, available for use internally” (Chomsky, 
2010, p. 55). 

To corroborate their scenario, proponents of the abrupt emergence of UG 
usually refer to putative proxies for language in the fossil and archaeological 
records (cf. Chomsky, 2010; Hauser et al., 2014).1 Specifically, they mention 
the first signs of symbolic material culture dating back about 100,000 years 
(Tattersall, 2008, 2018) or even later, around 50,000 the period associated 
with the notion of  the Upper Paleolithic Revolution (Bar-Yosef, 2002). 
According to the paleoanthropologist Ian Tattersall (2008), in fact, it is only 
in the period following about 100 thousand years ago that we find undoubted 
evidence of symbolic behavior patterns among populations of Homo sapiens. 
These patterns include small ochre plaques bearing distinct geometrical 
designs (Henshilwood et  al., 2003) and body ornaments (small shells 
pierced to be worn as a necklace) (Henshilwood et al., 2004). Then, even 
if the symbol-ready brain was acquired some 200,000 years ago (when our 
biological species emerged), it was not used, “until it was recruited by what 
had necessarily to have been a cultural or behavioral stimulus. (…) given 
the suddenness with which the new capacity emerged, the most plausible 
candidate is without question the invention of language” (Tattersall, 2018, 
p. 294).2

The symbolic revolution model has been confuted by numerous findings 
(see Henshilwood & Marean, 2003; McBrearty & Brooks, 2000; Wurz, 2010), 
from which emerged that many patterns of behavior considered typical of the 
symbolic revolution were more ancient and present in  species other than 
Homo sapiens. Specifically, they first appeared (even if in discontinuous and 
rudimentary ways) during the Middle Stone Age, the period that began around 
280,000 years ago and ended around 50,000 years ago. Therefore, as these 
findings support a new scenario according to which the symbolic thought 
emerged gradually and was not unique to Homo sapiens, they contradict the 
symbolic revolution hypothesis. In turn, this new scenario also undermines 
the idea of a sudden emergence of syntax some 70,000–100,000 years ago, 
given that the proponents of the abrupt emergence of UG usually consider 

	 1	 The idea that the archaeological record can shed light about the emergence of  the 
language faculty has been disputed by some scholars. See, for example, Botha (2008, 2016) 
and Bouchard (2013). 
	 2	 When he speaks of language, Tattersall has in mind Universal Grammar: “the pos-
session of  articulate language [underpinned by Universal Grammar within the framework 
elaborated by Hinzen (2012)] is  the most immediately striking attribute of  Homo sapiens 
today” (Tattersall, 2018, p. 298). 
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the symbolic revolution as a proxy for language in the archaeological records 
(cf. Tallerman, 2014). 

As mentioned above, against the idea of an abrupt origin, other scholars 
proposed that the development of syntax can be explained through gradualist 
processes. The first attempt in  this regard was that by Pinker and Bloom 
(1990). Adhering to the neo-Darwinian research program of  evolutionary 
psychology (Barkow, Cosmides, &  Tooby, 1992) and starting from the 
assumption that communication is the main function of the language faculty, 
the authors maintained the UG has to be considered as a biological adaptation 
for communication shaped by natural selection. They wrote: 

For universal grammar to have evolved by Darwinian natural 
selection, it is not enough that it be useful in some general sense. 
There must have been genetic variation among individuals in their 
grammatical competence. There must have been a series of steps 
leading from no language at all to language as we now find it, each 
step small enough to have been produced by a random mutation 
or recombination, and each intermediate grammar useful to its 
possessor. Every detail of grammatical competence that we wish to 
ascribe to selection must have conferred a reproductive advantage 
on its speakers, and this advantage must be large enough to have 
become fixed in the ancestral population. And there must be enough 
evolutionary time and genomic space separating our species from 
nonlinguistic primate ancestors. (Pinker & Bloom, 1990, p. 721)

Over the years, Pinker and Bloom model has been challenged (e.g. Botha, 
2002) both by authors who are within the UG paradigm (e.g.  Boeckx 
&  Benítez-Burraco, 2014b) and scholars who do not embrace Chomsky 
model of language (Christiansen & Chater, 2008; Kirby, Cornish, & Smith, 
2008; Smith & Kirby, 2008; Kirby, Grifths, & Smith 2014; Kirby, 2017). 
In  recent years, indeed, a growing body of  work has begun to show that 
many aspects of  language structure are the result of cultural transmission, 
rather than being genetically encoded biological traits, as the UG model 
assumes (cf. Thomas & Kirby, 2018). For example, Christiansen and Chater 
(2008) advanced the idea that language evolution has to be considered as 
a process of cultural change, in which syntactic structures are shaped through 
repeated cycles of learning and use by domain general mechanisms (instead 
of  domain-specific innate computational system in  the brain for language 
processing). They state: 
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We propose that language has adapted through gradual processes 
of cultural evolution to be easy to learn to produce and understand. 
Thus, the structure of human language must inevitably be shaped 
around human learning and processing biases deriving from 
the structure of  our thought processes, perceptuomotor factors, 
cognitive limitations, and pragmatic constraints. Language is easy 
for us to learn and use, not because our brains embody knowledge 
of  language, but because language has adapted to our brains. 
(Christiansen & Chater, 2008, p. 490)

This view of language evolution is at the center of numerous empirical 
studies aimed at clarifying how language is  passed on via social-cultural 
transmission, using, for example, formal modelling and iterated learning 
paradigm (for a discussion: Smith, 2012; Kirby, 2012). What these studies 
have been revealing is  that the structure of  language emerges from the 
process of cultural evolution that, in turn, affects the fitness of the learners 
acquiring that language. In other words, language seems to be the results 
of a complex co-evolutionary dynamics, the characteristics of which are the 
subject of current research. 

The Present Issue

The issue opens with Domenica Bruni article, which is devoted to the 
presentation of the research program of the evolutionary psychology (EP). 
EP is  a Neo-Darwinian theoretical approach to psychology that explains 
human cognitive traits as mental adaptations shaped by natural selection. 
As  we mentioned above, EP’s main assumptions also inspired the model 
of language evolution advanced by Pinker and Bloom. Bruni discusses the 
case of emotions showing as they are biological adaptations evolved to solve 
specific ancestral problems faced by our ancestors. 

The contribution by Alessandra Chiera lies within the context 
of a psychological investigation, as it is interested in identifying the cognitive 
prerequisites for human language to evolve. The paper focuses specifically 
on the issue of language evolution from a protoconversational perspective. 
Indeed, starting from the assumption that face-to-face communication 
represents the most natural setting for language, Chiera states that also in an 
evolutionary perspective conversation has to be recognized as the central 
unit of  analysis. Against this background, a set of  low-level mechanisms 
of  alignment are acknowledged as critical for linguistic communication 
to evolve in  the absence of  a full-fledged code. The focus on this kind 
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of  mechanisms frames the discussion within a sensorimotor account 
of language evolution. 

Alessandra Falzone analyses the peripheral and central structures of vocal 
articulation in the framework of the Evo-Devo (evolutionary developmental 
biology) perspective, discussing the main biological constraints that might 
have acted as necessary “mechanical triggers” upon which language 
function could have evolved. The biological framework also characterizes 
the contribution from Piera Filippi who focuses on the role of  emotional 
communication in  the emergence of  language. The author suggests that 
emotional modulation of  the voice may have prompted the emergence 
of  language abilities and that, following co-evolutionary dynamics, these 
abilities retro-act on each other, pushing the evolution of language forward.

Marek Placiński and Monika Boruta-Żywiczyńska examine language 
evolution from the perspective of  linguistics. They present an empirical 
research aimed at investigating the topic of the natural word order by means 
of the silent gesture paradigm developed by Goldin-Meadow et al. (2008). 
That study revealed that participants tended to produce Subject-Object-Verb 
(SOV) word order of  a transitive event, regardless of  the syntax of  their 
native language. Placiński and Boruta-Żywiczyńska obtained different result 
compared to this previous finding and discuss possible interpretations for 
them. A linguistic approach is also the framework of Katarzyna Rogalska-
Chodecka article, which is centred on the presentation and comparison of the 
results of some experiments about the transmission of linguistic structures 
conducted with the use of the iterated learning methodology. Taken together, 
results of  these studies suggest that the common-sense intuition that 
communication might constitute a key factor in language evolution should 
be approached with caution.

Olga Vasileva discusses the longstanding debate prevailing in language 
evolution and comparative psychological research, namely the problem 
of  continuity and discontinuity in  animal and human communication. 
This debate remains an important meta-theoretical assumption in  the field 
of  language evolution. The paper first provides a brief overview of  the 
debate by discussing examples of prominent research work in comparative 
communication. It further discusses how the problem of continuity can be 
approached in  light of  more general evolutionary thinking. Finally, it  is 
suggested that the problem of continuity can be partly resolved by focusing on 
cognitive and behavioural trait distribution both between and within species. 
Specifically, it  is proposed that conceptualising given traits (e.g.  pointing 
gesture) as habitual, rather than human-unique, is informative for modelling 
the process of language evolution in humans. 
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Valentia Deriu provides a discussion of a book that recently has been at 
the center of a lively debate within language evolution research: “Speaking 
our Minds” by Thom Scott-Phillips (2015). In  the book, Scott-Phillips 
embraces the model of language advanced by Sperber and Wilson who, as we 
have seen, consider human communication as an exercise of mindreading. 
Deriu gives an overview the book’s major claims and ideas, along with the 
discussion of the debate that followed its publication. 

Przemysław Żywiczyński presents a review of the book “From Bacteria 
to Bach and Back” by Daniel Dennett (2017). As  is  often the case with 
Dennett’s works, the book deals with the major philosophical problems 
addressed in a Darwinian perspective. Żywiczyński discusses some of  the 
main points – the emphasis on eliminativism and the new way of conceiving 
evolution with regard to the concept of Darwinian Spaces, among others – 
by highlighting the strength and the shortcomings of Dennett’s explanations. 
A particularly debated issue concerns that of  language evolution, which 
is framed within a mem-centric perspective. 
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