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COMPATIBILITY AND RELEVANCE:

Bolzano and Orlov

1. Orlov’s basic ideas on his way to relevance:
compatibility and containment

For a dozen years the Russian engineer and logician I. E. Orlov (1886 – not
before 1936)1 has been recognized as the founder of the first precisely elab-
orated modern system of relevance logic.2 On his way to this result around
the middle of 1920s, Orlov underwent a deep and astonishing change in his
philosophical position and his attitude towards logic. While his work un-
til 1925 is replete with declarations of the superiority of (Marxist-Leninist)
dialectics to formal logic, his epoch-making Calculus of the compatibility of
sentences shows a surprising departure from the ideological orientation of
the earlier papers. It is a serious contribution to the development of modern
non-classical logics, in an up-to-date technical presentation.3

In this paper of 1928 Orlov not only presented his calculus of relevance
logic, but also developed, two years before Oskar Becker and five years before

∗ The author is grateful to the German Research Foundation (Deutsche Forschungs-
gemeinschaft) and the University of Bremen for their invaluable support, which made
it possible to realize this research. Special thank to Rolf George for his giant help in
preparing the Englisch text of this paper.

1 With these dates I follow information from Bazhanov’s impressive report about the
personal life of Orlov (cf. Bazhanov 2001).

2 Došen 1990, 2; Anderson/Belnap/Dunn 1992, xvii.
3 These changes were accompanied by a shift to a different journal, from Under the

banner [colours] of Marxism to Mathematical collection.
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Gödel’s pioneering paper (though perhaps not with the latter’s technical
finesse), the modal-logical interpretation of intuitionistic logic in the modal
part of system S4. He did, however, base intuitionistic logic not on classical,
but on a relevance logic. In 1933 Gödel was convinced that Becker had
developed S4, and even today most logicians dealing with the subject share
this conviction.

For more than half a century the achievements of Orlov went unnoticed
not only by Gödel, but also by later logicians and historians of logic. The first
detailed presentation of Orlov’s 1928 paper is Dosen’s 1990 report, though
Popov’s Russian paper from 1978 should be mentioned as well. Follow-
ing these papers the preface of Anderson/Belnap/Dunn (1992), corrects the
very important earlier claim concerning the history of relevance logic from
volume I (1975):

In that volume we passed on our belief that the earliest versions of
relevance logic were those of Moh 1950 and Church 1951. [. . . ] We
certainly missed the truth by over two decades: relevance logic was
already treated with insight and rigor by Orlov 1928.

[Anderson/Belnap/Dunn 1992, xvii]

Only three years before his astonishing paper from 1928 Orlov had pub-
lished Logical calculus and traditional logic [Orlov 1925] and other papers in
the most important philosophical journal of the early Soviet Union Under the
Banner [colours] of Marxism. In this paper he agrees with an earlier piece
by Bammel [Bammel 1925], thus saving himself the trouble of formulating
his own general objections to Logistics.

Com[rade]. Bammel has fundamentally developed in his paper what
the so-called ‘Logistic’, which is given so much importance in idealistic
thought, in reality represents. Because of this I can confine myself to
shedding light on a partial question, namely, the relation of mathemat-
ical logic to traditional logic. [Orlov 1925, 69]

Orlov maintained that the proponents of modern mathematical logic —
he refers in particular to Peano and Russell — behaved very condescendingly
towards “Aristotelian” logic, asserting to have surmounted it, stating that
their mathematical logic is something fundamentally new. It introduces,
they maintain, entirely new principles of deriving conclusions, which specify
and sharpen the old principles. According to Orlov, all this is false:

Although we have no objection to the possibility of developing logic in
symbolic form, we don’t find any principle in the logical calculus not
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given by a syllogism of the common type. By the way, the clearing of
this circumstance has essential importance; the insufficiency of formal
logic is so manifest for us, like the necessity of a completion of formal
considerations by dialectical ones. From this it is evident that mathe-
matical logistics is not a universal mathematical method.

[Orlov 1925, 69]

After mentioning these merely ideological-philosophical views, which were
characteristic of the broader context in which Orlov’s work was embedded, we
now consider the main theoretical thrust of his papers preceding his Calculus
of the Compatibility of Sentences of 1928.

There is strong evidence in his 1925 paper about the relation between
traditional and modern mathematical logic that Orlov’s main theoretical
subject is already the search for “the basic relation of logical calculi, the
relation of conclusion-connection (implication)” [Orlov 1925, 69; 1925c, 58].
In fact, already in the 1925 writings some starting points for relevant logical
thinking came to the surface. In these papers Orlov developed the theoretical
tool of Coexistence and used it to analyze and explicate relevant implicative
connections.4 By “coexistence” Orlov doesn’t understand a spatial or gener-
ally viewable (figurative) relation, but a logical relation between two objects,
one of them given under the condition of the other: “p is given under the
condition q”. In Orlov’s relevance-paper of 1928 these objects are specified
as sentences.

In this context in 1925 Orlov discusses the problem of elements falling
under a class, explaining this as a kind of partial identity: The singular
term K belongs to the class a, if this term is identical with some member of
class a. [cf. Orlov (1925), 70, f.] Starting from these considerations, Orlov
underlines the distinction between hypothetical judgments of traditional logic
and categorical judgments, touching on a characteristic discussion inside the
traditional logic of the 19th century.5 In connection with this, he refers
to the difference between the intensional and the extensional treatment of
judgments:

It is well known, that the categorical judgments have a twofold sense:
They can be considered according to the content of the terms, or ac-
cording to their extension. [Orlov 1925, 71]

4 Remarks by Orlov about coexistence are already contained in a paper from 1923
(Orlov 1923).

5 Cf. Herbart 1884 ff., Bolzano 1837, Lotze 1843, 1874, Sigwart 1873.
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Only in the first (intensional) case are categorical judgments reducible
to hypothetical ones. Hypothetical judgments are related to the conceptual
content of the connected judgments, and in this sense they are intensional
judgments.6

In a somewhat strange and rather traditional way, Orlov defends the
view that from two judgments about the belonging of an element to a class
it is impossible to get a conclusion. Such judgments merely express partial
identities, and from two partial identities nothing follows. These views, too,
demonstrate his connection with traditional logic and traditional syllogistics.
However, his aim is to bring into consideration intensional relations:

If a conclusion is to be drawn it is necessary to have the relation of
belonging to a class connected with ‘Implications’, i.e., to combine
partial identity with coexistence. And this is characteristic especially
for categorical syllogisms. [Orlov 1925, 71]

Thus it is in traditional, rather than modern mathematical logic, that
Orlov sees realized his aim of connecting extensional with intensional con-
siderations. However, this is not the only point in which traditional logic is
superior to modern mathematical logic. According to Orlov, another advan-
tage is that traditional logic has a smaller number of basic laws and basic
concepts than modern mathematical logic:

The logical calculus makes it its business to reduce the number of basic
principles and basic concepts to the smallest possible number. But in
this connection, traditional logic has a definite advantage. In fact,
all conclusions of traditional logic can be reduced to the application
of the formal laws of thought: the law of the identity and the law
of contradiction.7 It may be mentioned in passing that in the logical
calculus we find a whole string of principles that are entirely superfluous
or at least derived. [Orlov 1925, 71 f.]

As an example, Orlov chooses the substitution rule. He repeats Mill’s
account of general judgments and argues that the truth of a general judgment

6 This opinion is shared by some traditional logicians, e.g., Sigwart in his work about
hypothetical judgments (1871, 1873).

7 In a footnote, however, Orlov adds: “For complete precision it is necessary to remem-
ber the law of excluded middle, which is not identical with the law of contradiction. What
actually holds is this: from an assertion one can conclude the negation of the negation on
the basis of the law of contradiction, but the negation of a negation entails the assertion
only if the law of the excluded third is brought into play.” [Orlov 1925, 71]. Apparently,
Orlov already points to relations that are important for the treatment of intuitionistic
logic in his paper of 1928.
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to which the substitution rule is applied presupposes the truth of all the
singular judgments that are produced with the substitution rule.

After discussing more examples of logical principles stemming from the
logic of relations, Orlov arrives at frankly negative assessment of the benefit
and efficiency of the new logic and of formal methods in general:

And so we see that the authors of the works about the logical calculus
cannot praise themselves for any principal advance over the “Logic of
Aristotle”. Their logic, in the final result, is only a modification of
traditional logic. From this follows that logistics has the same short-
comings as traditional logic, which I pointed out repeatedly in the pages
of Under the Banner of Marxism. The inferences have no ratiocinative
merit, but are just ways of searching for new aspects of the meaning
of the premisses; in the end all conclusions are drawn indirectly; the
deduction does not deliver materially true judgments, but judgments
following from their premisses; any formal conclusion contains a petitio
principii etc.

All these shortcomings are integral aspects of the traditional logic, but
also of the logistic calculus and generally of every formal method. This
characterizes formal logic as less accomplished than dialectics, as a
supporting method with only limited importance. [Orlov 1925, 74]

In view of these assertions, Orlov’s development leading to the publication
of Calculus of the Compatibility of Sentences in 1928 is more than surpris-
ing, almost unbelievable. In this paper, no doubt after extensive preparatory
work, he presents surprising positive results within the very science he had
characterized in his 1925 paper as wholly unable to produce anything impor-
tant. One is almost inclined to believe in an accidental sameness of personal
names, so huge is the gap and the contrast between the views published in
1925 and the results of 1928. Maybe this was itself a dialectical development.

Orlov starts his relevance-paper with the consideration that by excluding
certain axioms of the propositional calculus one can obtain “the most general
part of mathematical logic”, a symbolic system that deviates essentially from
the classical theory. With his idea of obtaining a new system of logic by
excluding some axioms of a given system, Orlov used the same strategy as
another Russian logician, N.A. Vasil’ev, had pursued almost twenty years
earlier in his project of constructing a non-aristotelian logic.8 However, the
actual projects of the two logicians differ profoundly, even if the starting idea
and the results are in some sense similar.

8 Vasil’ev 1910, 1912, 1912/13, 1925.
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Orlov formulates his main position concerning relevance in the following
statement:

Classical logic is based on the well-known concept of material entail-
ment, which can connect in one formula two sentences that have no
inner connection according to their sense. By contrast, the system we
have in mind will be able to handle in symbolic form the sense-relations
between sentences. In connection with this the system does not con-
sider in the first place the question of the truth or falsehood of given
sentences, but the question of the compatibility among them.

[Orlov 1928, 263]

His remark not to consider in the first place the question of truth and
falsehood, is still in keeping with Orlov’s 1925 attitude towards formal logic.
But the alleged disadvantage of formal (and mathematical) logic of not lead-
ing to materially true sentences (in contrast to dialectics), becomes, rele-
vantly reversed, the starting point for positive theory-development in 1928.
According to Orlov, now not truth or falsehood, but the compatibility of
sentences should be crucial for logical entailment.

In Bernard Bolzano Orlov had a great predecessor in the attempt of
deriving the concept of logical consequence, and indeed of relevant conse-
quence, from the concept of compatibility of sentences. It is appropriate,
therefore, to turn to Bolzano in order to check out parallels and divergences
in the treatment and role of the compatibility of sentences in Bolzano’s and
Orlov’s logical projects. A further point of interest is Bolzano’s notion of
Ableitbarkeit (deducibility), which comprises some elements of relevance and
is not based on material implication in that an Ableitbarkeit of B from A1,
A2, . . . , An holds just in case a material conditional A1 ∧A2 ∧ · · · ∧An ⊃ B
is logically valid.

2. Compatibility and deducibility (Ableitbarkeit)
in Bolzano’s Wissenschaftslehre

2.1. Truth and sentences as such (Sätze an sich)

Maintaining a firm anti-psychologistic attitude, Bolzano distinguishes sen-
tences that are articulated in speech or thought from their content, namely
objective sentences or sentences in themselves. These objective sentences
need not be empirically realized and don’t have to be in a material or psy-
chological form (cf. [Bolzano 1837, §122, 66]). Sentences in themselves are
objective in the manner of Fregean thoughts and they do not exist as physical
or mental entities.
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Sentences in themselves also share the most important logical feature of
Fregean thoughts, namely, to be true or false in the classical sense, i.e., true
or false independently of space and time. “Sentences, in which nothing is
changed, are not sometimes true and sometimes false; but they are only one
of these for ever” [Bolzano 1837, §155, 183]. In this context, it is important
to have in mind the difference between a sentence in itself and its expression
in language [Bolzano 1837, §125, 69]. According to Bolzano, the standard
forms for expressing sentences in themselves are

(1) A has b

(2) A has lack of b,

where ‘A’ stands for an arbitrary idea in itself and ‘b’ for an arbitrary prop-
erty idea. [Bolzano, §127, §136] Hence every sentence in itself (affirmation
or negation) in its standard form has a subject and a predicate. One of the
most important features of Bolzano’s treatment of sentences is the condition
that a sentence is true only if its subject idea is not empty, i.e. if there is
at least one object falling under that idea. Hence both (1) and its negation
(2) can be false, if the subject ideas A is empty, does not refer to an object
(lacks Gegenständlichkeit). It follows that one must distinguish the negation
(2) from the denial (Verneinung) of (1), i.e. “It is false that A has b”, because
denial and negation are equivalent only if the subject idea is not empty.

2.2. Variations of sentences

Even if there can be no doubt about the validity of the bivalence concerning
truth and falsehood of sentences in themselves, Bolzano mentions that the
impression can arise that the same sentence could be true or false depending
on the times, places and objects connected with it. But this appearance
arises because not the same sentence is considered in different situations, but
some notions in the sentence are construed as variable. By varying certain
components of a given sentence other sentences are constructed, some of
which might be true, others false [Bolzano 1837, §147]. But every sentence
resulting from such a variation is in turn unchangeably classically true or
false and not both or neither. So sets of variations can be built up from a
given sentence by replacing certain of its components (simple or complex)
that are chosen as variable parts, with other notions (simple or complex)
[Bolzano 1837, §147, 136 and §69, §108]. A variation of a sentence then comes
about by replacing each occurrence of certain of its component parts with
the same (simple or complex) notion, while different variable parts require
different substitutions. From the sentence “Socrates is a Greek and Socrates
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is mortal” the variation “Bush is a Greek and Bush is mortal” can be obtained
by varying the notion “Socrates”. By varying “Greek” and “mortal” we can
get the variations “Socrates is a German and Socrates is married” and by
varying “Socrates”, “Greek” and “mortal” we get “Aristotle is immortal and
Aristotle is unmarried”.

What I have said so far could lead to the impression that variable notions
(or variable “ideas”, Vorstellungen in Bolzano’s words) should be thought of
as variables in a logical formula, to be replaced like variables in ordinary
substitutions. Two points must be made here. First, there are no variables in
sentences, only notions (simple or composed), which (if chosen to be variable
notions) are replaced by other notions. Second, if replaced, they should be
replaced in all occurrences, where it is not part of another variand, by the
same notion and different variable notions should replace different variable
notions. If no logical notions are replaced (Bolzano allows the replacement
even of logical notions), then the logical structure of the sentence and all
its variations is the same. So, the variations are not logical forms in the
usual sense, from which we obtain the sentence by substitution, which allows
different logical forms for the same sentence.

To facilitate the presentation and make it clearer, I shall use the following
abbreviation:

var(A,B, {i/i′, j/j′, . . .}) for

The sentence B is obtained from A by
replacing the variable parts i, j, . . .
with i′, j′, . . . .

The variable parts, following a suggestion of Rolf George, will be named
“variands”. The “variands i, j, . . . occur in A” will be abbreviated by
“E(A, {i, j, . . .})”. In addition we use the abbreviations “T(A)” for “A is
true” and “F(A)” for “A is not true” (or in other words “A is false”). As signs
of the meta-language will be used the symbols “∀”, “∃”, “∼”, “&”, “⊻”, “⇒”
and “⇔”.

By definition we introduce “Sentence B is a variation of A with respect
to the variands i, j, . . . ”:

(DB1) Var(A,B, {i, j, . . .})
df
= ∃i′∃j′ . . . var(A,B, {i/i′, j/j′, . . .}).

2.3. Validity

Bolzano introduces the notion of the degree of validity (or, in more modern
terms, satisfiability) of a sentence based on the variation-method:

How much a sentence is valid or how much validity it has, should mean
the same, as the proportion between the number of true sentences that
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are generated from this sentence if certain ideas in the original sentence
are considered variable and replaced by others, compared with the
number of all sentences generated this way. [Bolzano, § 147, 138 f.]

To determine this relation, the notions substituted for the variands i, j,
. . . may not be extensionally equivalent (not gleichgeltend) and must be cho-
sen to generate only referring (i.e., a non-empty gegenständliche) sentences
[Bolzano, § 147, 138].

Furthermore, certain sortal specifications must be brought into play. If k
is the name of a person occurring in some sentence, and is chosen as a variand,
then only notions referring to individual humans may be substituted for it.
If this is presupposed, a universally or fully satisfiable sentence, or sentence
true by virtue of its kind or form (allgemein or durchaus gültiger Satz, seiner
ganzen Art oder Form nach wahrer Satz ) with respect to variands i, j, . . . is
defined as a sentence with only true variations resulting from substitutions
on i, j, . . . .
(DB2)

ag(A, {i, j, . . .})
df
= ∀B

(

Var(A,B, {i, j, . . .})& E(A, {i, j, . . .}) ⇒ T(B)
)

Correspondingly I define what it is for a sentence to be universally unsatis-
fiable or false by virtue of its kind or form
(DB3)

ug(A, {i, j, . . .})
df
= ∀B

(

Var(A,B, {i, j, . . .})& E(A, {i, j, . . .}) ⇒ F(B)
)

We have the following metatheorems:

(TB1) ag(A, {i, j, . . .}) ⇐⇒ ug(Neg. A, {i, j, . . .}),

where the negation Neg. A says that A is false

(TB2) ag(A, {i, j, . . .})& M ⊆ {i, j, . . .}& M 6= ∅ =⇒ ag(A,M)

2.4. Compatibility

2.4.1. Variations and compatibility

Bolzano considers various relations among sentences and sets of sentences.
The most important of these is the compatibility of sentences, explained as
a semantic relation. On the basis of this relation other crucial concepts of
Bolzano’s logic, among them deducibility (Ableitbarkeit) and consequence
(Abfolge) are introduced. The semantic relations of compatibility and in-
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compatibility must be distinguished from certain syntactic relations of op-
positeness, like those between sentences with opposite subjects or opposite
predicates, or between a sentence and its negation. While the syntactic op-
positions are absolute, the semantic compatibility or incompatibility is in
every case related to sets of variable ideas.

These variable ideas need not be primitive, but may be composite. So,
even on Bolzano’s classical conception of truth, the sentences “A is B” and
“A is non-B” are compatible with respect to the variand “non-B”, or to the
variands “non-B” and “B”. In the last case the variable part “non-B”, although
composite, has to be taken a whole, so that substitutions for “B” and “non-B”
can be carried out independently of each other.9

Technically, the introduction of the notion of compatibility is an applica-
tion of Bolzano’s variation method. Compatibility is introduced parameter-
relativized in relation to such ideas, taken as variable parts in the sentences
in question:

If we, however, compare several sentences A, B, C, D, . . . , and consider
as the variable ideas certain ideas i, j, . . . , which conjointly occur in
these sentences (maybe in every sentence one or the other): then arises
the question, whether there are any ideas substituted for i, j, . . . , which
are of such a nature that those sentences by this substitution will be
all true at the same time? [Bolzano, § 154, 157 f.]

If this question has an affirmative answer, then the sentences A, B, C, D,
. . . are compatible with each other, otherwise incompatible. As an example
Bolzano offers the sentences “This flower is red”, “This flower has a pleasant
fragrance”, and “This flower belongs to the twelfth class of Linne’s system”,
which are compatible with respect to the variable idea “this flower”, because
all three sentences will be true if we substitute for the variand “this flower”
the idea “rose”.

Symbolizing the expression “The sentences A, B, . . . are compatible with
respect to the ideas i, j, . . . ” by “com(A,B, . . . , {i, j, . . .})”, we can define:

(DB4) com(A,B, . . . , {i, j, . . .})
df
= ∃i′j′ . . .

(

Var(A,A′, {i/i′, j/j′, . . .})&

Var(B,B′, {i/i′, j/j′, . . .}
)

& · · ·&T(A′)& T(B′)& · · · ).

The following meta-theorem shows that compatibility is immune against en-
largements of the set of variands:

(TB3) com(A,B, . . . , {i, j, . . .}) =⇒ com(A,B, . . . , {i, j, . . .} ∪ {l,m, . . .}).

9 Cf. George 1986.
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2.4.2. Compatibility and consistency

Given the way Bolzano introduced the notion of compatibility, it depends
upon the concepts chosen as variands, whether or not sentences are com-
patible. Every sentence has true as well as false variations if there are no
restrictions on the choice of variands. Analogously, for any collection of
sentences there is some choice of variands with respect to which they are
compatible:

If we are permitted to increase without limitation the number of con-
cepts chosen as variands in a given collection of sentences, then these
sentences will always appear compatible. [Bolzano, §154, 159]

It holds in particular that all sentences with variable predicate are com-
patible [Bolzano, § 154, 159]. From this it follows immediately that even
syntactically opposite sentences like “A is b” and “A is non-b” can be com-
patible with each other, namely, if “non-b” is taken as variand. “Non-b” is
varied independently of “b”. Since, if this were not be the case, sentences
with contradictory predicates would not be compatible.10 As well, this un-
derlines the necessity of fixing the variands of a collection of sentences. If
variands are not determined, calling a collection of sentences compatible is
to say nothing special about them.

This treatment of variations, advanced e.g. by George, was disputed
within the Bolzano-Community, especially by Jan Berg. He held that even
if Bolzano allowed as variands not only primitive but also compound con-
cepts, the independent variation of the parts A and non-A inside one sentence
should nonetheless be prohibited.11 Berg’s aim is to secure the compositional
structure of his explication of Bolzano’s formalized language. In Bolzano such
a restriction on variands cannot be found. However, such a restriction would
not contradict Bolzano’s explicit statements about the compatibility of any

10 Cf. George 1986.
11 “In addition to simple ideas in themselves, combinations of ideas in themselves can be

varied. However, in this case all complex ideas occurring in a sentence have to be varied
in the same way. For instance, in a sentence in itself of the form A and non A the two
complex ideas A and non A cannot be varied independently of each other. Because of this,
views like those in George (4) and (6), § 6, are impossible in Bolzano’s variation logic.”
(Berg 1987, 17). Berg’s introduction of a general notion of compatibility in Bolzano in
D10 on p. 20 (Berg 1987) seems to stem from an addiction to modern logical terminology.
He says that a collection of sentences is compatible, if there is some set of variands relative
to which this collection is compatible. In this sense every such collection is compatible
and the notion is useless and there is not point in introducing it, as Bolzano himself (not
Berg) points out. (See: Bolzano, § 164, 25).
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collection of sentences, if arbitrary variands can be chosen. Even if, contrary
to Bolzano’s stipulations, the variation of complexes were not allowed, one
can take (primitive) logical concepts as variands, and in many cases obtain
the same effect on compatibility (and consequently for deducibility (Ableit-
barkeit) in Bolzano’s treatment) as with complex variands. E.g., it holds A∧
∼A �{∼} ∼A, but not A∧∼A �{∼} B. The difference between complex var-
iands and elementary variands is analogous to the difference between functor-
variables and function-expression-variables in modern logical systems.12

Logically inconsistent sentences are compatible only with respect to
variands whose variation changes the logical structure of these sentences,
though, obviously, not every variation of logical structure makes a given set
of sentences compatible. On the other hand there are sentences, which even
are sound according to their form, if related to certain variations.13

Functor variables must be distinguished from function variables also in
the case of Bolzano’s Ableitbarkeit by choosing the whole functional ex-
pression as variand, as suggested by George. To illustrate the distinction,
consider the following example: With the functor ∼ as variand we obtain
com(A∧∼A,B∧∼B, {A,B,∼}), but not com(A∧∼A,B∧∼B, {A,B,∼A})
nor com(A ∧ ∼A,B ∧ ∼B, {A,B,∼B}), since in the last cases not all oc-
currences of the negation sign occur in variable parts.

2.5. Deducibility

2.5.1. Deducibility and Variation

On the basis of his variation method, Bolzano introduces a notion of de-
ducibility [Ableitbarkeit ], a semantic entailment-relation between sentences
or collections of sentences:

N is called deducible [ableitbar ] or following from [folgend aus] M, if all
ideas substituted for certain others taken as variands in these sentences
which make the sentence M true, also make the sentence N true.

[§ 154, 167]

This explication determines merely the framework for Bolzano’s deducibi-
lity-relation, but does not completely define it. In order to give such a com-
plete definition Bolzano adds a special compatibility condition for the pre-

12 Cf. Stelzner 1980.
13 In systems with functor variables and systems with function variables such sentence

forms find a logical treatment (cf. Leśniewski 1929, Łukasiewicz 1970, Stelzner 1980, Max
1988).
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misses and conclusions of a deduction, so that a deducibility-relation must
satisfy two conditions:

1. Positive compatibility-condition:
For the relation of deducibility with respect to the variands i, j, . . . holds
between the sentences A, B, C, D, . . . and the sentences M , N , O, . . . , all
sentences of these two sets must be compatible with respect to i, j, . . . .

2. Entailment-condition:
If the compatibility-condition is satisfied, then “the sentences M , N , O, . . .
are deducible [ableitbar ] from the sentences A, B, C, D, . . . with respect to
the variable parts i, j, . . . , if every collection of ideas whose substitution for
i, j, . . . makes all of A, B, C, D, . . . true also makes all of M , N , O, . . .
true” [Bolzano, § 155, 170].

Bolzano thus defines a multi-conclusion entailment, where every member
of the conclusion set is entailed by the premisses: A1, . . . , An �v B1, . . . , Bm

iff A1, . . . , An �v B1 and . . . and A1, . . . , An �v Bm.

3. Definition of Bolzano-Ableitbarkeit:
In the sequel I abbreviate: “The sentences M , N , O, . . . are deducible from
the sentences A, B, C, D, . . . with respect to the variands i, j, . . . ” as
“A,B,C,D, . . . �{i,j,...} M,N,O, . . .”.

The (positive) compatibility-condition and the entailment-condition are
united in the following definition of Bolzano-Ableitbarkeit :14

(DB5) A �{i,j,...} B
df
= com(A,B, {i, j, . . .})& ∀i′∀j′ . . .

(

var(A,A′, {i/i′, j/j′, . . .})& var(B,B′, {i/i′, j/j′, . . .}) =⇒

(

T(A′) ⇒ T(B′)
)

)

4. Negative compatibility-condition:
Bolzano’s notion of deducibility could also have been introduced without ex-
plicitly stating the entailment-condition. He could have introduced, instead,
the following negative compatibility condition which envisages the (possible)
falsehood of the conclusions:

If the positive compatibility-condition is fulfilled, then the sen-
tences M , N , O, . . . are deducible from the sentences A, B, C,
D, . . . with respect to the variands i, j, . . . iff the premises A, B,

14 The quantification used in the following considerations is a substitutional quantifica-
tion over concepts (termini with sense).
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C, D, . . . are incompatible with the falsehood of any conclusion
(i.e., incompatible with F(M), F(N), F(O), . . . ) with respect to
the variands i, j, . . . .

The mutual dependence between entailment-condition and negative com-
patibility condition (supposing the positive compatibility condition is ful-
filled) is expressed by the following meta-theorem:

(TB4) A,B,C,D, . . . �{i,j,...} M,N,O, . . . ⇐⇒

com(A,B,C,D, . . . ,M,N,O, . . . , {i, j, . . .})&

∼ com(A,B,C,D, . . . ,F(M), {i, j, . . .})&

∼ com(A,B,C,D, . . . ,F(N), {i, j, . . .})&

∼ com(A,B,C,D, . . . ,F(O), {i, j, . . .})& . . .).

If it is permitted to choose arbitrary concepts as variands, then every
collection of sentences is compatible with respect to some set of variands.
This is not the case with deducibility. It is not possible by freely choosing sets
of variands to introduce a deducibility relation between any two collections
of sentences.

In contrast to the case of compatibility, it is sometimes useful, in addition
to the notion of deducibility relativized to variands, to introduce an absolute
assertion that B follows from A (without mentioning a fitting set of variands).
“B is deducible from A” in the sense that there are some variable parts in A,
B with respect to which B follows from A is not a trivial assertion. According
to Bolzano, such a relation is worth considering, whereas he finds no use for
the notion of absolute compatibility.15

2.5.2. Deducibility and relevance

2.5.2.1. Deducibility and transitivity. Due to the compatibility condition,
Bolzano’s deducibility is non-monotonic: By adding premisses it is possible
to change a case of valid deducibility into an invalid one, if the extended
set of premisses is not compatible with the conclusions or if the extended
set is not itself compatible with respect to the chosen variands. Similarly,
again due to the compatibility condition, the cut theorem doesn’t hold for
Bolzano’s deducibility: We don’t have A �v B & B,C �v D =⇒ A,C �v D.
Here again, from com(A,B, v) and com(B,C,D, v) it does not follow that
com(A,C,D, v).16 If, however, all the sets of premisses under consideration

15 Bolzano, § 164, 26 f., see also: Kambartel 1978, XLI; Siebel 1996, 95 ff.
16 Cf. Siebel 1996, 147.
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are compatible with their conclusions, then both, monotony and the cut-
theorem hold.

Nevertheless, Bolzano’s deducibility-relation is transitive without limita-
tion. We have the following meta-theorem:

(TB5) M1 �v M1 & M2 �v M3 =⇒ M1 �v M3 .

Consequently, Bolzano deducibility fulfills an important necessary condi-
tion, according to Anderson/Belnap that any entailment relation must sat-
isfy: “Any criterion, according to which entailment is not transitive, is ipso
facto wrong.”17 Anderson/Belnap directed their remark against the Smiley-
criterion for relevance, which states, “that A1 & · · ·& An (relevantly) entails
B just in case that (A1 & · · ·& An ⊃ B is a substitution instance of a tautol-
ogy (A′

1 & · · ·& A′
n) ⊃ B′, such that neither B′ nor the denial of A′

1 & · · ·& A′
n

is provable”18. There are two main points of similarity between Bolzano de-
ducibility and Smiley-entailment [Smiley 1959]. First Bolzano’s compatibility
condition for the premisses is like Smiley’s for the antecedent of the formula
from which the entailment is derived by substitution. So, in Smiley the en-
tailment can have incompatible premisses, while its validity is based on the
validity of a formula with compatible premisses. Bolzano deducibility cannot
have premisses incompatible with respect to the variands of the deduction,
but it can have premisses incompatible relative to another set of variands.
Both, Bolzano and Smiley base their deducibility (or entailment) on a logical
structure with compatible premisses. However, in Bolzano’s case the transi-
tivity of this relation is attained, while in Smiley transitivity breaks down.
To illustrate with an example:

Formula (1) and (2) fulfill the Smiley criterion:

(1) (B ∧ ∼B) → A ∨ (B ∧ ∼B)

(2) A ∨ (B ∧ ∼B) → A

From (1) and (2) by transitivity:

(3) (B ∧ ∼B) → A.

17 Anderson/Belnap 1975, 154. It deserves to be mentioned that the absolute deducibil-
ity relation introduced by Bolzano is not transitive.

18 Anderson/Belnap 1975, 153. At this place we will discuss only the compatibility
conditions in Smiley and Bolzano. An analogous condition like Smiley’s demand that
the conclusion should be a substitution from a formula with a non-tautological conclu-
sion amounts to strengthening the Bolzano deducibility in order not to allow tautological
conclusions. For the strengthened Bolzano deducibility (which will be discussed later) a
similar result like for the compatibility condition can be received.
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However, (3) does not fulfill the Smiley criterion. Accordingly, transitivity
breaks down. The crucial point is that in Smiley (1) and (3) are treated
differently, while in Bolzano they are treated in the same way: whatever sets
of variands are chosen, (1) and (3) are both valid or both invalid.

2.5.2.2. Positive compatibility-condition and relevance. Because of the posi-
tive compatibility condition, Ableitbarkeit fulfills certain relevance conditions
that would not arise from the entailment condition alone, which behaves
merely like the classical entailment:19

1. True premisses that do not contain the variands i, j, . . . of the deduc-
tion, are irrelevant to the validity of the deduction.

2. A deduction that does not contain analytically true conclusions is
valid only if at least some variands contained in the premisses are contained
in the conclusions as well (variand-sharing-condition). Consequently it is
impossible to deduce, with respect to the variands i, j, . . . , a non-analytic
sentence that does not contain at least one of the variable parts i, j, . . . .

3. No sentence is deducible with respect to the variands i, j, . . . from a
set of premisses containing a false sentence, if this sentence does not contain
at least one of the variands i, j, . . . , because such a false sentence would be
incompatible with the other sentences of the deduction with respect to the
variands i, j, . . . :
(TB6)
A,B,C,D, . . . �{i,j,...} M,N,O, . . . & ∼∃l ∈ {i, j, . . .}E(A, {l}) =⇒ T(A).

4. With respect to every set of variands, the negation of a sentence is
never deducible from this sentence:

∼(A �v Neg. A),(TB7)

∼(A �v ∼A).(TB7′)

So, Bolzano’s deducibility relation fulfills an important relevance condition
of connex conceptions of logical entailment. Bolzano explains this with the
impossibility that a collection of concepts, which makes a sentence A true,
at the same time makes the sentence “A is false” true.

5. Another connex relevance condition is fulfilled as well: From any
sentence A (or any collection of sentences) it is impossible to deduce both a

19 Some commentators, e.g. Scholz (1953, 12), Buhl (1961, 20), Berg (1981, 419), are
interested in establishing Bolzano as the founder of the classical entailment relation. It is
characteristic for these attempts at explaining the logical content of Bolzano’s deducibility
that the importance of the positive compatibility condition is neglected.

© 2002 by Nicolaus Copernicus University



Compatibility and relevance: Bolzano and Orlov 153

sentence B and its negation ∼B with respect to variands v:

∼(A �v B & A �v ∼B),(TB8)

A �v B =⇒ ∼(A �v ∼B).(TB9)

6. If a sentence is not true because of its form relative to the variands i,
j, . . . ,20 then this sentence is not deducible from both A and ∼A:

∼(A �v B & ∼A �v B),(TB10)

A �v B =⇒ ∼(∼A �v B).(TB11)

However, sometimes it is possible to infer the same conclusion from cer-
tain premisses and from the negation of all these premisses. An example
for this is Bolzano’s deduction of ∼∀x(B(x) ≡ C(x)) from the premisses
∀x(A(x) ⊃ B(x)) and ∼∀x(A(x) ⊃ C(x)), where the conclusion is also
deducible from the negations of these same premisses.21

None of the meta-theorems concerning the relevance of Bolzano’s de-
ducibility mentioned so far hold for the classical entailment-relation. How-
ever, if we restrict the classical entailment-relation by prohibiting inferences
from contradictions, then these meta-theorems hold analogously for the re-
stricted classical entailment as well. This points to one of the reasons for
non-relevance in classical logic, namely the classical treatment of contradic-
tions. Nevertheless, Bolzano’s deducibility does not coincide with restricted
classical entailment, for, even if it is not possible to deduce from incompatible
premisses, it is possible to deduce from contradictions, provided compatible
variands are chosen. Thus in Bolzano’s deducibility the following formulas
are valid:

A,∼A �∼A (A ∨ B) ∧ (∼A ∨ B),(TB12)

A ∧ ∼A �∼A A.(TB13)

But we don’t have the irrelevant entailment (1) A ∧ ∼A �∼A B as a valid
Bolzano-entailment. In fact, the validity of (TB12) and (TB13) is not con-
nected with the classical feature that from a contradiction anything follows,
but has its basis in the facts that every sentence follows from itself and that
each conjunct follows from a conjunction.22

We now have to face the general problem of identifying the logical form
of an argument (not of a formula in a logical calculus) and of evaluating an

20 Cf. Bolzano, § 147.
21 Cf. Bolzano, § 155, 173.
22 See George 1986.
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argument as logically correct or incorrect.23 As Gerald Massey has shown
in a convincing way, in the usual treatment (not confined to classical logic),
it is not true that arguments of invalid logical form are logically invalid.24

Sometimes arguments are claimed to be invalid because they instantiate some
invalid form, when they instantiate as well a valid form, and are therefore
valid. As George (paraphrasing Massey) pointed out:

Since this sort of thing sometimes occurs, one is never justified in judg-
ing an argument fallacious just because it is an instance of an invalid
form, particularly given the apparently unfinished state of logic.

[George 1986, 559]

The problem here is not connected with different treatments of logical
connectives in the diverse developments of logic. It is, rather, the problem
that in the usual treatment a given argument has several logical forms, and
there may even be forms not yet discovered.

In Bolzano’s treatment the problem of the ambiguity of logical form does
not occur. The evaluation of the logical correctness of an argument is im-
possible, if the variable parts of this argument are not determined. If this is
done then, according to the definition of Ableitbarkeit, it is unambiguously
determined whether or not the argument is valid. In Bolzano’s treatment
the presentation of an argument includes the specification of its logical form
by the specification of its variable parts.

There are meta-theorems of classical shape that hold in Bolzano’s entail-
ment provided variands containing logical concepts (like ∼A) are not allowed
as variands. Two of the most important of these meta-theorems are contra-
position and constructive dilemma [Bolzano, § 155, 174]:

(TB14) A,B,C,D, . . . �v M & com(∼M,B,C,D, . . . , v) =⇒

∼M,B,C,D, . . . �v ∼A,

if neither ∼M nor ∼A are chosen as variands.
If negation is subject to variation, then, nevertheless, a version of (TB14)

holds, where ∼M and ∼A are replaced by F(M) and F(A) respectively.
Constructive dilemma holds without restriction:

(TB15) A,B,C,D, . . . ,X �v M,N,O, . . . &

A,B,C,D, . . . ,∼X �v M,N,O, . . . =⇒ A,B,C,D, . . . �v M.

23 Cf. George 1986, 559.
24 Massey 1981, 499 ff.
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2.5.2.3. Precise relation of deducibility: Premiss relevance. Bolzano intro-
duces as strengthened deducibility the relation of precise deducibility, which
holds for a deducibility in case it is impossible to omit any of the premisses
or a part contained in any of them, and have revised set of premisses still
entail the given conclusion.25

It is a feature of precise deducibility that, given a set of variands, the
negation of a conclusion is compatible with any proper subset of the pre-
misses. As well, the negation of any premise must be compatible with all
others and with the negations of all conclusions. It cannot be that that the
negation of one premise is incompatible with the other premisses, because
in this case it would be deducible from them. It could then be deleted from
the premiss set, and the remaining premisses would still imply the given
conclusion. Hence the deduction would not be precise. It is possible, how-
ever, that the negations of several premisses taken together are incompatible
with the remaining premisses. This makes it possible to strengthen precise
deducibility.

Bolzano develops here a premise-relevant relation of deducibility, with
(1) only relevant premisses and (2) weakening of the premisses is considered
in determining the relevance of the premisses for deducing the conclusion.

Precise deducibility, like deducibility in general, is relevant in the sense
that deductions from incompatible premisses are disallowed. But it also rules
out conclusions that are true by virtue of their form, because such sentences
can be deduced from every compatible collection of sentences. It follows
that precise deducibility with all premisses true by virtue of their form is
impossible, since from such valid premisses only sentences true according to
their form can be deduced.

By excluding the irrelevant entailment of conclusions true by virtue of
their form, precise deducibility thus removes a weak point (in the context
of relevance) of Bolzano’s general deducibility. For the general deducibility
it holds that every sentence true by virtue of its form (with respect to a
set of variands) is deducible from every set of premisses compatible with
respect to the same set of variands. Following a suggestion of George [George
1986], one can strengthen general deducibility in order to exclude those cases
of irrelevancy. We can formulate an additional condition to be fulfilled by
strengthened deducibility:

“The negation of any conclusion should be compatible with respect to the
variands considered in the premisses and conclusions.”

25 Cf. Bolzano, § 155, 179.
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This does not mean, that a tautology can never be a conclusion. If we are
not confined to logical deducibility, it is possible to deduce A ∨∼A from A:

A �∼A A ∨ ∼A,(TB16)

∼A �∼A A ∨ ∼A.(TB17)

However, even with respect to the variand ∼A we don’t have the irrelevance
B �∼A A ∨ ∼A. The strengthening sketched here does not prohibit all de-
ductions of classically valid conclusions, only those that violate the relevancy
condition.

Siebel has claimed that George’s suggestion for strengthening deducibility
would not be in the spirit of Bolzano.26 And in fact, Bolzano did not intro-
duce the strengthening suggested by George. And so in the original Bolzano
we have valid irrelevant deductions like A �v B ∨∼B. In order forestall the
dual irrelevance with incompatible premisses, Bolzano has to confine con-
traposition. George’s suggestion just sketches a way to avoid both types of
irrelevance, with the gain for Bolzano’s deducibility that contraposition holds
unrestrictedly. And that this is not against the spirit of Bolzano is shown by a
variation of the deducibility-relation introduced by Bolzano himself, namely
by his precise deducibility. Here Bolzano introduces a deducibility relation
without incompatible premisses and without conclusions true by virtue of
their form.

3. Orlov’s relevant logic

3.1. The intuitive foundation of Orlov’s system

Orlov constructs his system of relevant intuitionistic logic starting with the
conviction that this system should overcome the main weakness of classical
logic, whose entailment theory is founded in an generalization of the material
implication, which can be true without any connection of sense between
antecedent and consequent. Orlov advocates that his own system should
be relevant in the sense that it can handle as a formalized system relations
between the senses of antecedent and consequent. This is an aim Bolzano
had undoubtedly reached as well with his theories of deducibility, even if
he did not explicitly formulate it. As well, Bolzano’s procedure seems to
accord with Orlov’s way to relevant logic. Not truth or falsehood, he said in
the quote given above, but, as with Bolzano, the compatibility of sentences

26 Siebel 1995, 246 ff.
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should be crucial for logical entailment. However, as we shall see, there are
essential differences between the resulting logical theories, which derive at
least partly from essential differences in the treatment of compatibility.

Orlov puts the elaboration of his new theory in the context of the “ne-
cessity of accommodating symbolic logic to the new procedures introduced
by intuitionism” [Orlov 1928, 263]. Given Orlov’s interest in intuitionism,
his stress on the importance of compatibility is somewhat unexpected, since
intuitionism focuses on an even stronger notion of truth than classical logic.
Compatibility as a substitute for truth is a topic associated with Hilbertian
formalism, not intuitionism. However, Orlov’s treatment of intuitionism is
not based on a new “intuitionistic” notion of truth, but depends on treating
intuitionistic statements with the help of special additional epistemic opera-
tors. These in turn are based on the usual (not an intuitionistic) entailment
system, which in Orlov’s case is a relevant entailment system. Hence the most
important special feature of intuitionism consists not in the introduction of
a new notion of truth, but in the introduction of additional functions:

In the works of the intuitionists the defined notions don’t depend di-
rectly on the [truth-values of the – W.S.] defining sentences a, b, c, . . . ,
but on functions of these sentences, which are of the following kind:
“ ‘a is known as certain’, ‘a is provable’, ‘a can be reduced to absur-
dity’, ‘The absurdity of a is absurd’ etc.” [Orlov 1928, 263]

Orlov now appeals to the fact that in proving the law of excluded middle
invalid, intuitionism comes into conflict with classical logic. He did not wish
to revise this tenet of classical logic. In his view, one of the most important
merits of his calculus of the compatibility of sentences is that within this
calculus it is possible one can express the principles of intuitionism and yet
retain the law of excluded middle.

To formulate the appropriate logical system, Orlov develops elements
of a connex conception of logic that seems to be in full accordance with
Bolzano’s positive compatibility condition. Similar conceptions can be found
in German traditional logic, e.g. in Christoph Sigwart’s logic27 as well as
in the Russian tradition in Vladislavlev’s logic28, here however in a rather
confused form.29 Orlov just states that conclusions may be drawn only if the
premisses are compatible:

27 Sigwart 1871, 1873.
28 Vladislavlev 1872 and 1881.
29 See Stelzner 2001.
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For the possibility of a deductive conclusion the truth, generally speak-
ing, is not necessary.30 It suffices that a weaker condition be fulfilled,
viz. the compatibility of the premisses. From false premisses true con-
clusions may be deduced, but it is impossible to draw any conclusion
at all from premisses that are not compatible with each other.

[Orlov 1928, 264]

After stressing the fundamental importance of compatibility Orlov sur-
prisingly does not develop his system as a formalization of features of com-
patibility. In other words, he does not base his relevant implication and the
corresponding entailment relation on a previously defined concept of compat-
ibility, but goes the other way. He presupposes relevant implication (A → B:
“B follows from A” or “A implies B”) and defines the compatibility of A and
B (A.B: “A is compatible with B”) simply as an abbreviation of “A does not
imply non-B”.

Orlov thus postulates that sentence a is compatible with sentence b if,
and only if, the negation of b does not follow from a. This then is the essen-
tial difference between his and Bolzano’s construction of his logical system.
Bolzano starts with the introduction of compatibility, what it means for a
sentence or a collection of sentences to be compatible with each other, which
is independent of his notion of deducibility. As stated above, it was possi-
ble for Bolzano to define deducibility entirely in terms of compatibility and
incompatibility. Orlov went in the opposite direction. While his notion of
compatibility is an inferential one, and is not really required for the construc-
tion of his logical system, Bolzano’s compatibility is a semantic fulfillment
compatibility defined in terms of his variation method and indispensable for
the construction of the system.

3.2. Orlov’s calculus of the compatibility of sentences

As mentioned, the name Orlov chose was calculus of the compatibility of
sentences, but this does not refer to a primitive, but to a secondary, concept
of this calculus. As undefined propositional connections Orlov uses Negation
(∼ a)31 and implication (a → b), which is read as “b is a necessary condition
for a”, or (in the manner of Orlov’s 1925 paper) “a presupposes b”.

For the truth of the underlying implication a → b Orlov demands besides
the truth of the corresponding material implication a ⊃ b “that a certain

30 Frege, by contrast, thinks it is.
31 In this paper the sign “∼” is used instead of Orlov’s overline negation.
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connection should obtain between the senses of sentences a and b”32 [Orlov
1928, 264].

Compatibility and some other connections are introduced by definition:

a.b
df
= ∼(a → ∼ b)(D1)

a | b
df
= ∼(a.b)(D2)

a.b.c
df
= (a.b).c(D3)

a ↔ b
df
= (a → b).(b → a)(D4)

a ∨ b
df
= ∼ a | ∼ b(D5)

Axioms:33

(A1) a → ∼∼ a B

(A2) ∼∼ a → a B

(A3) a → a.a B

(A4) (a → b) → (∼ b → ∼ a) B+

(A5) (a → (b → c)) → (b → (a → c)) not in B

(A6) (b → c) → ((a → b) → (a → c)) B

As “Axiom 7” Orlov introduces modus ponens.34

Axiom (A3) is in fact the formula a → ∼(a → ∼ a). The formula, given
as (A3), is just the abbreviation, expressed with the defined junction of
compatibility.

32 Orlov does not specify what kind of sense-connection he has in mind, but his il-
lustrating example very much resembles Bolzano’s deducibility relation with reference to
certain variands: “For instance, the sentence ‘Socrates is a man, consequently, Socrates is
mortal’ is true, while the sentence ‘Socrates is a man, consequently, two times two equals
four’ is false.” In fact, the same differentiation we have in Bolzano’s deducibility relation:
“Socrates is a man, consequently, Socrates is mortal” is a sound deducibility with respect
of the variand “Socrates” and in the second of Orlov’s examples there cannot be found
any variand, with respect of which this sentence would be a deducibility. And Orlov’s
example shows that in his mind strict implication is not enough for having the needed
sense-connection: 2 times 2 equals 4 is a necessary truth, which strictly is implied by ev-
ery sentence. And for compatibility in Orlov holds that the sentences “Socrates is a man”
and “It is false that 2 times 2 equals 4” are compatible.

33 Axiom (A1) is not independent of the other axioms. The ‘B’ and ‘B+’ refer to validity
of analogous deducibility and precise deducibility in Bolzano.

34 Orlov adds as “Axiom with non-formal charakter” the detachment-rule modus ponens
(A7).
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Among the theorems, proved by Orlov himself, we find:

(a → b).(b → c) → (a → c)(T7a)

(a → (a → b)) → (a → b)(T8)

(a → ∼ a) → ∼ a(T2c)

(∼ a → a) → a(T2d)

(a → ∼ b) → (b → ∼a)(T3k)

Together with (A1) and (A2) these theorems (especially (T2d)) demon-
strate that in his basic system Orlov uses negation in the classical (and not
in the intuitionistic) sense. This agrees well with his positive remarks about
the soundness of the principle of excluded middle. As a sound expression of
the principle of excluded middle Orlov offers with reference to Hilbert:35

(T10) (a → b) → ((∼ a → b) → b)

As is now well known, the historical importance of Orlovs system lies in
its being the first formally rigorous system of relevance logic in the Ander-
son/Belnap sense. Orlov’s system is equivalent to the negation-implication-
fragment R∼,→ of the relevant logic R.36

In Anderson/Belnap the implication-negation fragment R∼,→ of the rel-
evant logic R is characterized by modus ponens and the following axioms:37

(AR1) (a → (a → b)) → (a → b)

(AR2) (b → c) → ((a → b) → (a → c))

(AR3) (a → (b → c)) → (b → (a → c))

(AR4) a → a

(AR5) (a → ∼ b) → (b → ∼ a)

(AR6) (a → ∼ a) → ∼a

(AR7) ∼∼ a → a

It is now easy to prove the deductive equivalence of these two systems:

35 See Hilbert 1923, 153.
36 This was first proved by Došen 1990.
37 Anderson/Belnap 1975, 142 f.
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(a) All theorems of R∼,→ are provable in Orlov’s System:

System R∼,→ contains besides modus ponens as axioms only axioms
that correspond to formulae provable in Orlov’s system: (AR1) = (T8),
(AR2) = (A6), (AR3) = (A5), (AR5) = (T3k), (AR6) = (T2c) and
(AR7) = (A2). (AR4) is in R∼,→ a dependent axiom.

(b) Conversely, all axioms of Orlov’s system are provable in R∼,→:

(A2) = (AR7), (A5) = (AR3), (A6) = (AR2) and hence are axioms of
R∼,→. The remaining axioms (A2), (A3) and (A4) are theorems of R∼,→.

3.3. Bolzano and Orlov: some comparisons

Since Orlov’s system and R∼,→ are equivalent, the comparison with Bolzano
extends to the latter system as well. I shall nonetheless direct my remarks
mainly to Orlov in order to determine to what extent Orlov’s system satisfied
the expectations he had for his logic system and the role of compatibility in
it. Further, I shall not consider Orlov’ system from the viewpoint of the full
system R,38 but as a system in its own right, with special logico-intuitive
claims.

In comparing the two logicians, one problem arises from the fact that
Bolzano’s deducibility is introduced as a relation between sentences or col-
lection of sentences, while Orlov introduces his relevant implication as a
two-placed sentence-connection that can be freely iterated, leading to higher
degree formulas with respect to implication, like with a → a.a, which is just
an abbreviation for a → ∼(a → ∼ a). One might conclude from this, that it
would be appropriate merely to compare the first-degree fragment of Orlov’s
system with deducibility-relations that are valid according to Bolzano. But
then we would compare almost nothing, since all formula in Orlov with fusion
or intensional disjunction (both defined by implication) are of course higher
degree implications, while classical propositional functors like conjunction or
disjunction do not even occur in Orlov’s system. The following comparisons
will therefore include meta-theorems about Bolzano’s deducibility and com-
patibility and (to a small extend) considerations about the possible treatment
of classical connectives in Orlov’s system. The last is somewhat speculative,
since Orlov did not explicitly give logical principles for classical connectives.
Although his system is equivalent to the implication-negation fragment of R,
we cannot conclude that he meant to extend it to a system equivalent to R.

38 Especially the treatment of “classical” functions like conjunction and disjunction in
system R seems to be against the intuitive aims of Orlov.

© 2002 by Nicolaus Copernicus University



162 Werner Stelzner

The way to higher-degree Ableitbarkeit in Bolzano’s system is opened by
his admitting not only relations of Ableitbarkeit, but also sentences about
Ableitbarkeit, and conclusions from them (§ 248). Like all other sentences,
they have their place in relations of Ableitbarkeit, and there are then sentences
about the new Ableitbarkeit etc.

If not indicated otherwise, we restrict our account by stipulating that in
all meta-formulas about Bolzano’s Ableitbarkeit and compatibility the same
set of variands occurs. In other words, we shall leave out reference to the
sets of variands {i, j, . . .} in writing sentences about compatibility or Ableit-
barkeit. But it should be borne in mind that A � B stands for A �{i,j,...} B,
com(A,B) stands for com(A,B, {i, j, . . .}) etc.

In the present context we shall also use, whenever appropriate, ∀i′(A′ ⇒
B′) as an abbreviation of ∀i′∀j′ . . . (var(A,A′, {i/i′, j/j′, . . .})& Var(B,B′,
{i/i′, j/j′, . . .}) =⇒ (T(A′) ⇒ T(B′))).

Orlov’s system has the following theorems, which are of special interest
in relation to Bolzano:39

(T1c) ∼(a.∼ b) → (a → b)
not valid in Bolzano:40 ∼ com(a,∼ b) =⇒ (a → b).

(T1d) (a → b) → ∼(a.∼ b) valid in Bolzano

(T2a) a | a → ∼ a valid in Bolzano

(A3) a → a.a valid in Bolzano

(T4a) a.b → b.a valid in Bolzano

(T4g) (a.b).c → a.(b.c) not valid in Bolzano

Bolzano does not have a metatheorem for compatibility corresponding
to (T4g), i.e. com(com(a, b), c) =⇒ com(a, com(b, c)) is not valid in Bolzano.
This is so because of the different scopes of quantification connected with
this formula, which can be expressed by ∃i′j′ . . . ((∃i′j′ . . . (a ∧ b)) ∧ c) =⇒
∃i′j′ . . . (a ∧ ∃i′j′ . . . (b ∧ c)).41

39 In the following the numbers for theorems from Orlov are the same as in Orlov (1928).
40 Because of the (positive) compatibility condition.
41 Here i, j, . . . are chosen as variands, and the quantification is to be understood

as 1-1-substitutional quantification, i.e., the same simple or complex notions have to be
substituted for the same variands, and different simple or complex notions have to be
substituted for different variands. It is not difficult to find a counter-model for the formula
mentioned.
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In Orlov’s system (as in R) the compatibility of sentences, since it is
introduced as inferential compatibility, does not imply semantic compatibil-
ity. A crucial fact that shows this is that, in contrast to Bolzano, Orlov has
(a.b).c → a.b (a special case of the invalid a.b → a) false in certain cases,
while (a.∼ a).b can be true, although ∼(a.∼ a) is a theorem of his system.
According to Orlov, (a.b).c → a.b is not the case, if between a.b and c (case 1)
or between a and b (case 2) no sense connection exists.42

Another example demonstrating the difference between semantic and in-
ferential compatibility, derives from (TB7′), according to which ∼(A � ∼A)
for every A, if ∼A is not a variand. With this, Bolzano’s deducibility rela-
tion fulfills an important relevance condition of connex conceptions of logical
entailment. Bolzano explains this with the impossibility that a collection of
concepts that makes a sentence A true could also make the sentence “A is
false” true. This should not be misinterpreted as a metatheorem, stating
that in Bolzano every sentence is compatible with itself, which it would be
if interpreted in Orlov’s sense, where A.B is short for ∼(A → ∼B). The
Orlov-definition simply does not define compatibility in the semantic sense
of Bolzano.43

The following indicates that the logico-intuitive basic principles of Or-
lov are not quite in full accordance with the concept of compatibility he
introduces. As for “com” in Bolzano’s logical Ableitbarkeit, in Orlov has the
theorem ⊢ ∼(A.∼A).44

Hence if Orlov’s system is extended to the full system R, or any other sys-
tem with simplification for classical conjunction, one of Orlov’s fundamental
intuitive logical principles is violated, namely that incompatible sentences

42 Cf. Orlov 1928, 270 f.
43 There are of course systems in which inferential compatibility coincides with semantic

compatibility, as in systems based on strict implication. With material implication seman-
tic compatibility is over-determined as (classical) conjunction, in relevant systems, like R
or E, it is under-determined, allowing, e.g., contradictions to be inferentially compatible
with irrelevant sentences.

44 Orlov proclaims that in the general part of his paper (which does not treat special
problems in intuitionistic logic) questions about believability or provability of given pre-
misses are not raised. Premisses have here only the status of conditional assumptions: “In
such a context the assertion of single sentences is impossible” (Orlov 1928, 265). This treat-
ment is not only typical for systems with relevant implications of the Anderson/Belnap
style, but also for systems of analytic implication and generally systems of relevant de-
ducibility. The theorem ∼(a.∼ a) does not violate this conviction, because compatibility
is a derived connection in Orlov, and this theorem is to be considered as an abbreviation
of a → ∼∼ a.
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cannot be the antecedents of a valid implication. For, in such a system
we can obtain by substitution from the valid ⊢ A ∧ B → A the formula:
⊢ A ∧ ∼A → A, an implication that should be invalid by Orlov’s criteria.

In the full system R importation for conjunction is valid, whereas ex-
portation for conjunction is not, so that we do not obtain the irrelevant
⊢ A → (B → A) and ⊢ A → (∼A → A) from ⊢ A ∧ ∼A → A. In Orlov, by
contrast, we have exportation and importation for compatibility, mirroring
crucial features of fusion:45

(T6a) (a → (b → c)) → (a.b → c) (Importation law)

(T6b) (a.b → c) → (a → (b → c)) (Exportation law)

None of these has a corresponding meta-theorem in Bolzano.

Important deductive features of Orlov’s system are expressed by the fol-
lowing generalization of the Leibnizian theorem (p → r)∧(q → s) → (p∧q →
r ∧ s) that expresses a feature of consistent deductive systems. This meta-
theorem holds not only for Orlov and Bolzano, but also for the classical
systems derided by Orlov:

If a system with n compatible premisses a.b.c . . . k.l.m . . . is given, then
a conclusion that follows from an arbitrary combination of premisses
is compatible with the remaining premisses and with such conclusions
as follow from other combinations of premisses. [Orlov 1928, 279]

It is indeed a theorem of any connex logic that all sentences following
from a given set of premisses are compatible with each other. This is a
typical connex demand for logical implication and entailment, advanced not
only by traditional logicians like Vladislavlev and Sigwart mentioned above,
but also fulfilled by Bolzano’s deducibility.

The next theorem of Orlov’s System is even stronger then Bolzano’s cor-
responding meta-theorem, because here the premisses are not supposed to
be true, but just compatible with each other:

(T16a) (a → b).(a → c) → (a → b.c)

Orlov indicates that in his system the so-called paradoxes of material
implication do not occur for the implication he introduced. This includes
the invalidity of the formula corresponding to simplification a → (b → a),
and the formula corresponding to addition a → (∼ a → b). Correspondingly,

45 Cf. R6 in Routley/Meyer 1982, 365.
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neither of these formulas is a valid higher level deducibility in Bolzano. How-
ever, in Bolzano simplification and addition hold for extensional conjunction
and extensional disjunction: With com(A,B) we have A ∧ B � A,46 but,
nevertheless, even under this condition we do not have A � (B � A).

This fits very well with the invalidity of exportation in Bolzano, since we
don’t have valid deductions analogous to (T6b) (a.b → c) → (a → (b → c)),
if we replace Orlov-compatibility by conjunction.

So, in Bolzano we do not have the meta-theorem

(1) a ∧ b � c =⇒ a � (b � c)

And we don’t have

(2) com(a, b) � c =⇒ a � (b � c)

Both meta-theorems fail because of the entailment condition in Bolzano’s
Ableitbarkeit. The importation law, on the other hand, fails because of the
positive compatibility-condition. In Orlov importation holds:

(T6a) (a → (b → c)) → (a.b � c)

But neither of the following are meta-theorems in Bolzano

(a � (b � c)) =⇒ (a ∧ b � c)(3)

(a � (b � c)) =⇒ (com(a, b) � c)(4)

In order to regain importation and/or exportation for higher-degree Bolzano
Ableitbarkeit one must revise the treatment of the positive compatibility
condition and/or negative compatibility condition (or entailment-condition).

For the validity of (3) it could be assumed that

(5) com(a, com(b, c)) =⇒ com(com(a, b), c))

which is associativity for Bolzano-compatibility, a condition that holds for
Orlov’s compatibility:

(T5g) ((a.b).c) → (a.(b.c))

46 Another remark about Bolzano’s Ableitbarkeit is in order. Remember that Ableit-
barkeit is a relation between sentences, not between sentence forms. Hence no question
about substitution arises, and we can say that, for all compatible sentences A, B, it holds
that A, B � A. This Ableitbarkeit then holds just for those specific compatible sentences
not for substitutions in which we replace A and B by other sentences.
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(T5g) is merely an abbreviation of ∼(∼(a → ∼ b) → ∼ c) → ∼(a → (b →
∼ c)), which we get by several contrapositions from a substitution in (A3),
(a → (c → ∼ b)) → (c → (a → ∼ b)). From (T5g) follows47

(Ta) (a.(b.c)) → ((a.b).c)

There is no theorem analogous to (A3), i.e. premiss permutation, for Bolzano-
Ableitbarkeit. This is not so surprising since Bolzano’s Ableitbarkeit is con-
ceived as relevant entailment in the sense of E rather than as relevant impli-
cation in the sense of R.48

With (A3) one can obtain the famous necessity-theorem A → ((A →
A) → A) of R, which is not valid in E, from (A → A) → (A → A).
And as already mentioned, it is not valid for Bolzanos Ableitbarkeit. But
again, it would be misguided to consider fusion in E as a substitute for
Bolzano-compatibility, because in E and its sub-logics commutativity for
fusion does not hold (Routley/Meyer 1982, 365), though it does for Bolzano-
compatibility.

Orlov offers his compatibility connection as replacement for classical con-
junction. And in fact, if in the definition of compatibility relevant implication
is replaced by material implication, then what is defined is classical conjunc-
tion. Another connection between compatibility and conjunction in Orlov
demonstrates the validity of

(TK) a → (b → (a.b))

Comparing compatibility with conjunction, Orlov states with direct refer-
ence to Russell, that now certain classically valid sentences (Orlov speaks
of “axioms”) loose their validity. [Orlov 1928, 264] For instance, following
Orlov, simplification does not hold for compatibility: “a follows from a and
b” is not valid. Of course as Russell had formulated it, simplification didn’t
loose its validity, because it employed classical conjunction and not some
sort of compatibility. In the same way, the introduction of disjunction (ad-
dition) becomes (in Orlov’s eyes) invalid. “a or b follows from a” does not
hold. However the analogies Orlov draws between classical conjunction and
disjunction on the one hand, and his compatibility and incompatibility of
negations on the other is just a play with words and some structural formal

47 It is reasonable to suppose that Orlov meant to write this formula, and that his T5h
is actually a misprint

48 Cf. Anderson/Belnap 1975, Anderson/Belnap/Dunn 1992.
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similarities. One must not forget that Orlov does not use the extensional
classical conjunction and disjunction, but their intensional relevant forms,
i.e., fusion and intensional disjunction [Anderson/Belnap 1975, 344]. In the
fragment of R that he treats, not all principles hold that are generated from
classically valid principles by simply replacing classical with intensional con-
nectives. Sometimes Orlov seems unable to draw a clear line between these
different kinds of connectives.

But perhaps Orlov did see the difference between his underlying logical
intuition and the semantic implications of the resulting system. This might
suggest an answer to the question why Orlov published nothing about logic,
philosophy and related matters after his 1928 paper. He dedicated his work
and writings to another, more substantial subject that connects things to-
gether and sometimes leads to interesting and even useful results, namely,
chemistry, publishing several papers in this subject until 1936. After 1936
no sign of live or death of Orlov could be found.49
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