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Abstract. In this study, a new paraconsistent four-valued logic called bi-
classical connexive logic (BCC) is introduced as a Gentzen-type sequent
calculus. Cut-elimination and completeness theorems for BCC are proved,
and it is shown to be decidable. Duality property for BCC is demonstrated
as its characteristic property. This property does not hold for typical para-
consistent logics with an implication connective. The same results as those
for BCC are also obtained for MBCC, a modal extension of BCC.
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1. Introduction

The aim of this study is to develop a natural and technically advanced in-
tegration (or extension) of the following well-studied and philosophically
plausible non-classical logics: bi-intuitionistic logic [24, 25, 26, 32], which
is an extended intuitionistic logic with co-implication, and connexive log-
ics [2, 17, 30, 33], which are extensions of first-degree entailment (FDE)
or Belnap and Dunn’s useful four-valued logic [3, 4, 6]. The develop-
ment of such a natural integration is required to merge and integrate the
research areas of these logics that have been studied independently till
now. Such a technically advanced integration with some technically good
properties, such as cut-elimination, decidability, and duality, is required
to deeply analyze these logics and apply them to the field of computer
science. For example, if such an integrated logic (or extended logic) has

Special Issue: Advances in Connexive Logic. Guest Editors: Hitoshi Omori and Heinrich Wansing
© 2019 by Nicolaus Copernicus University Published online January 27, 2019


http://dx.doi.org/10.12775/LLP.2019.002

482 NORIHIRO KAMIDE

the properties as those mentioned above, then the logic would be useful
for realizing and implementing an efficient reasoning mechanism with a
theorem prover and/or a logic programming language.

However, integrating bi-intuitionistic and connexive logics implies
serious problems for the cut-elimination and duality properties because
constructing a cut-free Gentzen-type sequent calculus for bi-intuitionistic
logic is known to be difficult and the duality property does not hold
for the existing connexive logics. To address these problems, we adopt
a classical version of the bi-intuitionistic logic called bi-classical logic
(BC for short) as a base logic. We also introduce the characteristic
logical inference rules that correspond to the connexive logic axioms
~(a—= f) < a— ~pand ~(a < ) <> ~a < [, where —, <, and ~
are implication, co-implication and paraconsistent negation connectives,
respectively. On the basis of these settings, we can obtain a cut-free
Gentzen-type sequent calculus for the natural integration (or extension)
of bi-intuitionistic logic and basic connexive logic. For the calculus in
this study, we show cut-elimination and completeness theorems along
with other good properties, such as decidability and duality.

Thus, in this study, a new paraconsistent four-valued logic called bi-
classical connexive logic (BCC for short) is introduced as a Gentzen-type
sequent calculus with the settings explained above. The cut-elimination
theorem for BCC is shown. The duality property for BCC is shown
as a characteristic property of this logic. Moreover, the completeness
theorem with respect to double valuation semantics is proved for BCC,
and this logic is demonstrated to be decidable and paraconsistent. These
results are proved using several theorems for syntactically and semanti-
cally embedding BCC into BC. The same results as those obtained for
BCC are shown for the S4-type modal extension MBCC of BCC.

Some studies closely related to bi-intuitionistic logic, connexive logics
and their neighbors and extensions are discussed below.

Bi-intuitionistic logic, also called Heyting-Brouwer logic was origi-
nally introduced by Rauszer [24, 25, 26]. The bi-intuitionistic logic has
a faithful embedding in the future-past tense logic KtT4 [15]. A modal
logic based on this logic was studied in [16]. The original Gentzen-type
sequent calculus for the bi-intuitionistic logic by Rauszer [24] does not
possess the cut-elimination property [22]. Some non-Gentzen-type se-
quent calculi for the bi-intuitionistic logic have been proposed by several
researchers (e.g., [5, 31, 23, 22]). For a comparison of these sequent
calculi, see [23, 22]. A restricted version RBL of a Gentzen-type sequent



BI-CLASSICAL CONNEXIVE LOGIC AND ITS MODAL EXTENSION 483

calculus for the bi-intuitionistic logic was introduced in [10], and the cut-
elimination theorem for RBL was demonstrated. However, the Kripke
completeness theorem for RBL has not yet been obtained. An alternative
bi-intuitionistic logic, 2Int, was proposed in [32] to combine the notions
of verification and its dual.

Connexive logics are considered to be philosophically plausible para-
consistent logics [2, 17, 30, 33, 21]. Although the origins of connexive
logics came from Aristotle and Boethius, some modern perspectives have
been given by Angell [2] and McCall [17]. A material connezive logic,
MC, which is an extension of positive classical logic, was introduced
in [33], and an extension of MC by adding classical negation, called a
dialetheic Belnap-Dunn logic (dBD), was introduced in [19]. The logic
BCC is regarded as an extension of MC by adding co-implication. An
intuitionistic connexive modal logic was introduced in [30] to extend a
certain basic intuitionistic connexive logic, which is considered a variant
of Nelson’s paraconsistent four-valued logic [1, 18, 13]. The allure of
connezive mathematics was explained in [7] from the viewpoint of phi-
losophy and history. A connexive extension of the basic relevant logic,
BD, was studied in [20]. Natural deduction systems for two versions of
connexive logics were studied in [8]. A survey on connexive logics can
be found in [33]. Comprehensive information on connexive logics can be
found on the internet [21]. Some recent results on connexive logics can
be found in the special issue on connexive logics in the IfCoLog Journal
of Logics and their Applications, 3 (3), 2016.

Bi-intuitionistic connexive logic, which is an integration of bi-intu-
itionistic logic and intuitionistic connexive logic, was originally intro-
duced by Wansing [31] as a cut-free display calculus. Bi-connezxive logic
known as 2C, which is a connexive variant of 2Int with connexive co-
implication, has been introduced [34], wherein a two-sorted typed-A-
calculus for 2C was studied. A version of the bi-intuitionistic connex-
ive logic, connezive Heyting-Brouwer logic, was studied in [14]. The
Kripke completeness theorem for this logic was proved, but a cut-free
Gentzen-type sequent calculus for this logic was not constructed. The
cut-elimination theorem and duality property were also shown for cer-
tain proper subsystems of this logic. A restricted version, RBCL, of a
Gentzen-type sequent calculus for the bi-intuitionistic connexive logic
was introduced in [10] and the cut-elimination theorem for RBCL was
shown. However, the completeness theorem for RBCL has not yet been
obtained. Therefore, the logic BCC developed in this study has some
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technical advantages over these bi-intuitionistic connexive logics because
completeness and cut-elimination theorems hold for the proposed logic.

A classical connexive modal logic called CS4, which is based on the
positive fragment of the normal modal logic S4, was introduced in [12]
as a cut-free Gentzen-type sequent calculus. The Kripke-completeness
theorem for CS4 was shown, and it was found to be embeddable into
the positive fragment of S4 as well as decidable. Moreover, it was shown
in [12] that the basic constructive connexive logic C can be faithfully
embedded into CS4 and into a subsystem of CS4 lacking syntactic duality
between necessity and possibility. The logic MBCC proposed in this
study is also considered as a modified and plausible extension of CS4
with the addition of the co-implication connective. Furthermore, the
logic MBCC has an advantage over CS4 because the aforementioned
natural characteristic property of duality hold for this logic.

The rest of this paper is organized as follows.

In Section 2, the logics BCC and BC are introduced as Gentzen-
type sequent calculi in the standard classical logic setting, and the cut-
elimination and decidability theorems for BCC are proved using a theo-
rem for syntactically embedding BCC into BC.

In Section 3, a self-translation of BCC is introduced and the duality
property of BCC is shown using this translation. The duality property
holds for the implication-free fragment of classical logic but does not hold
for some typical paraconsistent logics with an implication connective.
Another self-translation of BCC is also introduced, and by using this
translation, a new property of BCC, called quasi-symmetry property, is
shown as another characteristic property.

In Section 4, the completeness theorem with respect to double valu-
ation semantics is proved using two theorems for semantically and syn-
tactically embedding BCC into BC.

In Section 5, the same results as those obtained for BCC are shown for
the S4-type modal extension MBCC of BCC (i.e., the cut-elimination,
Kripke-completeness, decidability, paraconsistency, duality and quasi-
symmetry properties are shown for MBCC).

2. Cut-elimination and decidability

Formulas of bi-classical connezive logic are constructed from countably
many propositional variables, A (conjunction), V (disjunction), — (im-
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plication), < (co-implication) and ~ (paraconsistent negation). Small
letters p,q,... are used to denote propositional variables, Greek small
letters «, f3,... are used to denote formulas, and Greek capital letters
I', A, ... are used to represent finite (possibly empty) sets of formulas.
The symbol = is used to denote the equality of symbols. A sequent is
an expression of the form I' = A. An expression L - I' = A means that
I' = A is provable in a sequent calculus L. If L of L + S is clear from
the context, we omit L in it. Two sequent calculi L; and Lo are said
to be theorem-equivalent if {S | L1 + S} = {S | Lo + S}. A rule R of
inference is said to be admissible in a sequent calculus L if the following
condition is satisfied: For any instance

S1...5n
S

of R, if L+ 5; for all 4, then L S. Moreover, R is said to be derivable
in L if there is a derivation from Sy, ..., S, to S in L.

Prior to define Gentzen-type sequent calculi BCC and BC, we define
the languages of them. These languages will be required to define some
translations.

DEFINITION 2.1. We fix a set ® of propositional variables and define the
set ® := {p’ | p € ®} of propositional variables. The language Lpcc of
BCC is obtained from ® by A, V, —, < and ~. The language Lpc of
BC is obtained from ® and ® by A, V, — and +.

A Gentzen-type sequent calculus BCC for the bi-classical connexive
logic is introduced below.

DEFINITION 2.2 (BCC). The initial sequents of BCC are of the following
form, for any propositional variable p in ®:

p=p ~p=~Dp.
The structural inference rules of BCC are of the form:

I'=Aa oX=1
T,Y = ATl

(cut)

I'=A
a,l'= A

I'=s A

(we-left) TSAa

(we-right).
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The positive logical inference rules of BCC are of the form:

a, B8, I'= A '=Aa I'=ApB

anBT=A (Aleft) T=Aanp (Aright)

a’rjvg, riri 2 (Vieft) % (Vright)
Fai%,,?? EB’:?A:;? (—left) % (—right)
sy Taseszan

The negative logical inference rules of BCC are of the form:

% (~left) % (~right)
~ a’f(j/\Aﬂ);irA: A (~Aleft) E:AA::(Z’/?B% (~Aright)
:(ZVN ﬁﬁ)l;ii (“Vieft) - ;}A_;:: Nf(fv 2)’ ~b (~Vright)
i(j i’ g), szﬂ :E> ZIIT[ (voleft) & irAi(Aa N_fﬁ) (~—right)
Né;a(’_rlgjrAjA (~s—left) 5,;}27;,(1)[_[, f&jj; (~<—right).

A Gentzen-type sequent calculus BC for the bi-classical logic is de-
fined below.

DEFINITION 2.3 (BC). BC is defined based on Lpc. BC is the ~-free
part of BCC (i.e., it is obtained from BCC by deleting the negated initial
sequents and the negative logical inference rules, and we use ® U ®' as
the domain of propositional variables, instead of ®).

Remark 2.4. We make the following remarks on BC and BCC.
1. Let L be BC or BCC. Sequents of the form a = « for any formula
« are provable in cut-free L. This fact can be shown by induction on «.
2. The logical inference rules (~—left), (~—right), (~<left) and
(~<—right) in BCC just correspond to the following characteristic axiom
schemes for connexive logics:
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(a) ~(0— B) & a =~ 5,
(b) ~(a <+ B) <> ~a <+ B.

3. BC is theorem-equivalent to Gentzen’s sequent calculus LK for
classical logic when the language includes the classical negation connec-
tive —, since < in BC can be defined by a <+ §:= a A (.

4. Let BC, be the system which is obtained from BC by adding the
following logical inference rules for —:

I'= A«
-, ' = A

a,I'= A

(—deft) m

(—right).

Then, we can prove the cut-free derivability of (< left) and («+right)
with the definition o < 8 := a A = as follows:

0= B8 e
M (/\left)
aN-p,T'= A
B, =11
'=s A« . (we-left), (we-right)
o (we-left), (we-right)  8,T,% = A/TI (—right)
I,%=AT,a I,Yy= A L5 8
(Aright).

'Y= AI,an—p

5. By the fact mentioned just above, we can obtain the fact that cut-
free BC and cut-free LK are theorem-equivalent. By this fact and the
cut-elimination theorem for LK, we can also obtain the cut-elimination
theorem for BC.,. By this cut-elimination theorem, we can obtain the
fact that BC_, is a conservative extension of BC. By this conservative
extension result and the cut-free equivalence between BC_, and LK, we
can obtain the cut-elimination theorem for BC. We can also obtain the
fact that BC is decidable.

6. As mentioned just above, the cut-elimination theorem for BC
holds. But, the same theorem does not hold for the intuitionistic ver-
sion of BC (i.e., a Gentzen-type sequent calculus for bi-intuitionistic
logic) [22].

7. A counterexample of the failure of the cut-elimination theorem for
a Gentzen-type sequent calculus for bi-intuitionistic logic was presented
in [22] as

p=q,r = ((p+q A7)



488 NORIHIRO KAMIDE

where p, g, and r are distinct propositional variables. This sequent is
provable in cut-free BC by:

1= (weleft) 7.
p=p qr :> q (we-left) . (we-left), (we-right)
pr=gpeq e sy
gy Y (Aright)
7T ) .
b At (—right)

p=qr—((p+qAr)

where (—right) cannot be applied when BC is replaced with a Gentzen-
type sequent calculus for bi-intuitionistic logic.

8. Cut-elimination and decidability theorems for some extended ver-
sions of BC were shown in [11].

Next, we introduce a translation of BCC into BC, and by using this
translation, we show a theorem for syntactically embedding BCC into

BC.

DEFINITION 2.5. A mapping f from Lpcc to Lpc is defined inductively
by:

for anypefD f(p) :==pand f(~p):=p € P,
flag B) = fla) § f(B) with ff € {\,V, =, <},

1.

2.

3. f(NNOé)r fla),

4 f(~(anp)) = f(~a)V f(~D),
5. f(~(av p)) == f(~a) A f(~ D),
6. f(~(a—=P)):=fle) = f(~ D),
7. f(~a < ) i=f(~a) < f(B).

An expression f(T") denotes the result of replacing every occurrence
of a formula « in I' by an occurrence of f(a). Analogous notion is used
for the other mappings discussed later.

Remark 2.6. A similar translation as defined in Definition 2.5 has been
used by Gurevich [9], Rautenberg [27] and Vorob’ev [29] to embed Nel-
son’s constructive logic [1, 18] into the positive intuitionistic logic.

THEOREM 2.7 (Syntactical embedding from BCC into BC). Let I', A be
sets of formulas in Lpcc, and f be the mapping defined in Definition 2.5.

1. BCCHT' = A iff BCF f(I') = f(A).
2. BCC — (cut) F I' = A iff BC — (cut) - f(I') = f(A).
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Proor. We show only 1.

“=" By induction on the proofs P of I' = A in BCC. We distinguish
the cases according to the last inference of P, and show some cases.

1. The case (~p = ~p): The last inference of P is of the form:
~p = ~p for any p € ®. In this case, we obtain BC - f(~p) = f(~p),
ie., BCFp = p' (p € ®), by the definition of f.

2. The case (~—left): The last inference of P is of the form:

'=Aa ~8,YX=11
~(a— 6),I,2= A1

(~—left).

By induction hypothesis, we have BC F f(I') = f(A), f(«) and BC
f(~pB), f(X) = f(II). Then, we obtain the required fact:

F0) = F(A), F(@) f(~B), F(2) = £
7(0) = F(~B). F(D). F(B) = F(A), ()

where f(a) — f(~f3) coincides with f(~(a — /3)) by the definition of f.
3. The case (~—right): The last inference of P is of the form:

(—left)

a,l'= A~
= A ~(a—f)

(~—right).

By induction hypothesis: BC F f(«), f(T') = f(A), f(~fF). Then, we
obtain the required fact:

F(a), F(T) = F(A), F(~B)
70 = (), f(a) = f(~ )

where f(a) — f(~ ) coincides with f(~(aw — f3)) by the definition of
f.

(—right)

4. The case (~~left): The last inference of P is of the form:

a,I'= A

~~aT oA et

By induction hypothesis, we have BC + f(«), f(I') = f(A), where f(«)
coincides with f(~~ «) by the definition of f.
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5. The case (cut): The last inference of P is of the form:

I'=Aa aoX=1
Y= A1

(cut).

By induction hypothesis, we have BC F f(I') = f(A), f(«) and BC
fla), f(¥) = f(II). Then, we obtain the required fact:

D) = F(A), F(@) fla), F(5) = £(II)
D). F(3) = F(A), £

(cut).

“«<” By induction on the proofs @ of f(I') = f(A) in BC. We dis-
tinguish the cases according to the last inference of Q.

In such cases, we must consider the cases concerning the double-
negation condition f(~~«) := f(«). Indeed, there are infinitely many
cases concerning the conditions, although these cases can be proved eas-
ily. Thus, we first explain some typical examples of such easily provable,
but non-trivial cases.

The first example is the initial sequent cases. If () is an initial sequent
p = p, then we must consider the cases f(~"p) = f(~" p) where n and

n

m are even natural numbers and ~" p represents TS a. These cases
are, of course, easily provable, and the proof is almost the same as that of
the case f(p) = f(p) (i.e., in the case f(p) = f(p), we do not have to use
the double-negation condition on f, but in the cases f(~"p) = f(~"p)
(0 < n,m), we need to use the double-negation condition on f). Thus, in
what follows, we would like to focus only on the case f(p) = f(p) as the
most simplest case (but we will not show this case, since it is obvious).

The second example is the cases for the logical inference rules. For
example, we can consider the following case. The last inference of @) is
of the form:

@) = f(A), fla) f(B), [(5) = f(IT)
fl~~la = B), f(~~T), f(X)) = f(A), f(TT)

(—left)

where f(~~(a — f3)) and f(~ ~T) respectively coincide with f(a — /)
and f(I") by the double-negation condition on f. Of course, we can prove
this case in a similar way as for the following most simplest case, which
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does not use the double-negation condition on f: The last inference of
Q is of the form:

@) = f(A), fla) f(B), [(¥) = f(IT)
fla = B), f(D), f(£) = f(A), F(IT)

(—left).

We would also like to focus only on the most simplest case (this case will
be proved).

Therefore, from now on, we consider only the most simplest cases
without using the double-negation condition on f.

We show some these cases in the following.
1. The case (cut): The last inference of @ is of the form:

FO) = FA)B B f(5) = F(II)
70, 7(2) = F(A), F()

(cut).

In this case, 5 is a formula of BC. We then have the fact v = f(v) for
any formula ~ in BC. This can be shown by induction on +. Thus, @ is
of the form:

ﬂn:NMJw>ﬂmﬂm:¢<Mwu
oL .

fI), f(3) = f(A), f(IT)

By induction hypothesis, we have BCC FI'= A, and BCC + 3, % =
II. Then, we obtain the required fact:

= A,B 5,2';»H( 0
T,> = A cur)

2. The case (—left): The last inference of @ is (Aleft).
(a) The last inference of @ is of the form:

@) = f(A), fla) f(B), [(5) = f(IT)
fla = B), f(T), f(¥) = f(A), f(II)

(—left)
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where f(a — ) coincides with f(a) — f(B) by the definition of f. By
induction hypothesis, we have BCC F I' = A, « and BCC + 5,% = 1I.
We thus obtain the required fact:

T'=Aa B,Y=1
a— B,0,8 = A1l

(—left).

(b) The last inference of @ is of the form:

@) = f(A), fla) f(~B), f(X) = fT)
f(~(a = B)), f(I), f(2) = f(A), f(IT)
where f(~(a — f)) coincides with f(a) — f(~ ) by the definition

of f. By induction hypothesis, we have BCC + I' = A, a and BCC +
~ (8,3 = 1I. We thus obtain the required fact:

(—left)

F:>'A,a ~B,2:>H
~a—B),0,8 = A1

(~—left) 0

Using Theorem 2.7, we can obtain the cut-elimination theorem for

BCC.

THEOREM 2.8 (Cut-elimination for BCC). The rule (cut) is admissible
in cut-free BCC.

PROOF. Suppose that BCC = I' = A. Then BC + f(I') = f(A), by
Theorem 2.7(1), and hence BC — (cut) + f(I') = f(A), by the cut-
elimination theorem for BC. Then, by Theorem 2.7(2), we obtain BCC
— (cut) FI'= A. O

Using Theorem 2.7, we can also obtain the decidability of BCC.
THEOREM 2.9 (Decidability for BCC). BCC is decidable.

PRrROOF. By decidability of BC (i.e., LK) for each «, it is possible to
decide if = f(«) is provable in BC. Then, by Theorem 2.7, BCC is also
decidable. O

Using Theorem 2.8, we can show the paraconsistency of BCC with
respect to ~.
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DEFINITION 2.10. Let § be a negation connective. A sequent calculus L is
called ezplosive with respect to f if for any formulas o and (3, the sequent
«, fa = (3 is provable in L. It is called paraconsistent with respect to f
if it is not explosive with respect to f.

THEOREM 2.11 (Paraconsistency for BCC). BCC is paraconsistent with
respect to ~.

Proor. Consider a sequent p, ~p = ¢ where p and ¢ are distinct propo-
sitional variables. Then, the unprovability of this sequent is guaranteed
by Theorem 2.8, since there is no cut-free proof of it in BCC. O

3. Duality and quasi-symmetry
First, we introduce a self-translation of BCC, and by using this transla-
tion, we show the duality property of BCC.

DEFINITION 3.1. A mapping f from Lgcc to Lpcc is defined inductively
by:

1. f(p) :=p for any p € @,
2. flanp):=fla)V f(B),
3. flaVvp):= fla)Af(B),
4. fla— B) = f(B) « fla),
5. fla+ B):= f(B) = fla),
6. f(~a):=~f(a).

PRrROPOSITION 3.2. Let f be the mapping defined in Definition 3.1. Then,
we have: ff(a) = « for any formula o in Lpcc.

ProoOF. By induction on a. We show only the case for « = 8 — ~ as

follows. f7(8 ) = [(/(7) < f(B) = [F(B) = Ff(3) = —~ (by
induction hypothesis). O

Remark 3.3. We note that we have a more general result by using Propo-
sition 3.2. Suppose that f is the mapping defined in Definition 3.1. Then,
we have: BCCHT' = A iff BCC F ff(I') = ff(A).

The following theorem shows the duality property for BCC.
THEOREM 3.4 (Duality for BCC). Let I' and A be (possibly empty) sets
of formulas in Lpcc, and f be the mapping defined in Definition 3.1.

1. BCC+ T = A iff BCC - f(A) = f(I),
2. BCC — (cut) - T'= A iff BCC — (cut) - f(A) = f(I).
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Proor. We show only 1.

“=" By induction on the proofs P of I' = A in BCC. We distinguish
the cases according to the last inference of P, and show some cases.

1. The case (—right): The last inference of P is of the form:

a,l'= A3
F'=Aa—=p

By induction hypothesis, BCC + f(8), f(A) = f(T'), f(a). Then, we
obtain the required fact:

(—right).

1(8). J(8) = f(T). f(a)
f(B) + fla), f(A) = f(I)
where f(8) < f(«) coincides with f(a — () by the definition of f.
2. The case (—left): The last inference of P is of the form:

'=Aa p,YX=10
a— 3,0, = A1l

By induction hypothesis, we have BCC  f(«), f(A) = f(I') and BCC
F f(II) = f(X), f(B). Then, we obtain the required fact:

(«+—left)

(—left).

f00) = f(9).£(5) f(e). (&) = f(T)

fAD), f(A) = f(2), FT), f(B) < fla)

where f(8) < f(«) coincides with f(a — () by the definition of f.
3. The case (~—right): The last inference of P is of the form:
a,l'= A, ~p

= A ~(a— p)

By induction hypothesis, we have BCC + f(~f), f(A) = f(I), f(«a)

where f(~ ) coincides with ~ f(f) by the definition of f. Then, we
obtain the required fact:

(+—right)

(~—right).

~ F(8). F(A) = F(D). f(o)
<7 ()  7(@), (&) = F(D)

where ~(f(8) < f(a)) coincides with f(~(cw — [3)) by the definition
of f.

(~<left)
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4. The case (~—left): The last inference of P is of the form:

'=Aa ~8,X=11
~a—p), 1,2 = A1

(~—left).

By induction hypothesis, we have BCC  f(«), f(A) = f(I') and BCC
F f(II) = f(X), f(~p) where f(~ /) coincides with ~ f(/3) by the defi-

nition of f. Then, we obtain the required fact:

FI) = ()~ F(8) F(), F(A) = F()
(), F(B) = F©), F0) ~(f(3) — F(@)

where ~(f(8) « f(«)) coincides with f(~(a — ()) by the definition
of f.

“«<” By induction on the proofs @ of f(A)= f(I') in BCC. We
distinguish the cases according to the last inference of (), and show only
the following case.

1. The case (cut): The last inference of @ is of the form:

fO) = f(A), e o, f(3) = f(IT)
@), f(E) = f(A), f(TT)

where « is equivalent to f f(«) by Proposition 3.2. By induction hypoth-
esis, we obtain BCC FII = ¥, f(a) and BCC F f(a),II = X. Then, we
obtain the required fact:
=73 fla) fla),A=T (cut)
ATll=T,% i O

(~<—right)

(cut)

Next, we introduce another self-translation of BCC, and by using
this translation, we show the quasi-symmetry property of BCC.

DEFINITION 3.5. A mapping f from Lgcc to Lpcc is defined inductively
by:

p):=pand f(~p):=~p for any p € P,
aof):= f(a)o f(B) where o € {A,V},
a— f) = f(B) < ~ f(a),

a = f) =~ f(B) = fla),

S ot W
S
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7. f(~(aVB)) = f(~a) A f(~P),
8. f(~(a—p)):=f(~p) < ~fla),
9. f(~a )=~ f(B) = f(~a)

The following theorem shows the quasi-symmetry property for BCC.

THEOREM 3.6 (Quasi-symmetry for BCC). Let I" and A be (possibly
empty) sets of formulas in Lpcc, and f be the mapping defined in Def-
inition 3.5.

1. If BCC F T = A, then BCC F ~ f(A) = ~ f(D).
2. If BCC — (cut) F I' = A, then BCC — (cut) - ~ f(A) = ~ f(I).

PROOF. We show only 1 by induction on the proofs P of I' = A in BCC.
We distinguish the cases according to the last inference of P, and show
some cases.

1. The case (Aleft): The last inference of P is of the form:

o, 8, = A

aABT oA et

By induction hypothesis, BCC F ~ f(A) = ~ f(I'), ~ f(a),~ f(B). So
we obtain the required fact:

~ F(A) = ~ F(T), ~ F(a),~ (8)
~F(A) = ~ (D). ~(f(e) A F(B))

where ~(f(a) A f(B)) coincides with ~ f(a A B) by the definition of f.
2. The case (Aright): The last inference of P is of the form:

(~Aright)

'=Aa I'=sApB
'=Aang

(Aright).
By induction hypothesis, we have BCC F ~ f(«a),~ f(A) = ~ f(I') and

BCCF ~ f(B),~ f(A) = ~ f(T'). Then, we obtain the required fact:

~ f(0).~ F(A) = ~ FT) ~ F(8)~ F(A) = ~ F(T)
~(@ AT~ F(B) = ~ ()

where ~(f(a) A f(B)) coincides with ~ f(a A B) by the definition of f.

(~ Aleft)
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3. The case (<left): The last inference of P is of the form:

oa,I'= A,

A AT = A (Cleft)

By induction hypothesis, BCC - ~ f(53),~ f(A) = ~ f(T'),~ f(a). We
obtain the required fact:

~ F(8)~ F(A) = ~ (D).~ f(a)
~f(A) = ~ (D), ~(~f(B) = fla))
where ~(~ f(8) — f(«a)) coincides with ~ f(a < () by the definition
of f.
4. The case (<right): The last inference of P is of the form:

'=Aa pgYX=10
I'Y=Alla<+ g

(~—right)

(+—right).

By induction hypothesis, we have BCC F ~ f(a), ~ f(A) = ~ f(I') and
BCC F ~ f(II) = ~ f(X),~ f(/). Then, we obtain the required fact:

~ FT) =~ f(S)~ F(B) ~ Fl@)om F(A) = ~ (D)
S~ FB) = F@)m D)~ F(A) = ~ (S~ (D)

where ~(~ f(8) — f(«a)) coincides with ~ f(a < () by the definition
of f.
5. The case (~ Aleft): The last inference of P is of the form:
~a,I'=A ~5T=A
~(aANp),['=A

(~—left)

(~Aleft).

By induction hypothesis, we have BCC F ~ f(A) = ~ f(I'),~ f(~a)
and BCC F ~ f(A) = ~ f(T'),~ f(~f). Then, we obtain the required
fact:

~F(A) 5~ (D)~ f(~a) ~ D) = ~ (D)~ f(~ )
~F) = ~ JD)~(F(~a) V F(~B)

where ~(f(~a)V f(~ 3)) coincides with ~ f(~(aAf)) by the definition
of f.

(~Vright)
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6. The case (~left): The last inference of P is of the form:

a,l'= A
~~a = A
By induction hypothesis, we have BCC F ~ f(A) = ~ f(T'),~ f(«a)
where ~ f(«a) coincides with ~ f(~ ~ «) by the definition of f.
7. The case (~ —left): The last inference of P is of the form:
'=sAa ~8,X=11
~(a— 6),I,2= A1

By induction hypothesis, BCC F ~ f(II) = ~ f(X),~ f(~ ) and BCC
F~f(a),~f(A) = ~ f(I'). Then, we obtain the required fact:

(~ left).

(~—left).

~ H() =~ f(8),~ f( )~ (@)~ S(B) = ~ £(D)
~f(I), ~ f(A) = ~ f(3), ~ F(T), ~(f(~B) < ~ f(a))
where ~(f(~p) < ~ f(~a)) coincides with ~ f(~(ac — f)) by the
definition of f. O

(~<—right)

Remark 3.7. We make the following remarks on Theorem 3.6.

1. If the converses of Theorem 3.6 hold or not is left as an open
problem.

2. To explain about this fact, we consider to show the converse of
(1) in Theorem 3.6 by induction on the proofs @ of ~ f(A) = ~ f(I)
in BCC. We distinguish the cases according to the last inference of Q).
Then, the following cases cannot be shown (i.e., the induction hypothesis
cannot be used).

(a) The case (~right): The last inference of @ is (~right):
~ Q)= ~f@).p
~f(A) =~ f(T),~ f(~p)

where p is a propositional variable.
(b) The case (cut): The last inference of @ is (cut):

~f(A) = ~ D), o~ fT) = ~ f(E)
~f(A), ~ f() = ~ f(I),~ f(X)

where « is not a ~-formula.

(~right).

(cut)

3. A counterexample of the converses of Theorem 3.6 has not yet
been found.
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4. Completeness

First, we introduce a dual valuation semantics for BCC.

DEFINITION 4.1 (Semantics for BCC). Double valuations v+ and v~ are
mappings from ® to the set {¢, f} of truth values. The valuations v and
v~ are extended to mappings from the set of all formulas to {¢, f} by:

1. vF(aAp)=tiff vT(a)=tand v (B)=t,
2. vt(aVp)=tiff vt(a)="tor vt (8)=t,

3. vH(a— B)=tiff vF(a)=forvt(3)=t,
4. vH(a+ B) =tiff v(a)=tand v (B) = f,
5. vT(~a)=tiff v (a)=t,

6. v (aAp)=tiff v (a)=torv (B)=t,

7. v (aVvp)=tiff v (a)=tand v~ (B) =t,
8 v (a— B)=tiff vF(a)=forv (3)=t,
9. v (a+ B)=tiff v (a)=tand v"(B) = f,

10. v~ (~a) =t iff vF(a) =t

A formula « is called BCC-valid if v*(a) = t holds for any double
valuations v and v™.

Remark 4.2. The semantics which is defined in Definition 4.1 is regarded
as a four-valued semantics, since the following four cases can be consid-
ered for the double valuations v™ and v~: For any formula «,

1. v"(a) =t and v~ (a) = t,
2. vi(a)=tand v (a) = f,
3. vT(a) = fand v~ () = t,
4. v (a) = fand v~ (a) = f.
In order to show a theorem for semantically embedding BCC into
BC, we present the standard semantics for BC.

DEFINITION 4.3 (Semantics for BC). A valuation v is a mapping from
® U P to the set {t, f} of truth values. The valuation v is extended to
the mapping from the set of all formulas to {¢, f} by:

1. v(aAB) =tiff v(a)=tand v(p) =1,

2. v(aVv pB)=tiff v(a)=torv(p)=t,

3. vl — B) =t iff v(a)=forov(p)=t,

4. v(a <+ pB) =t iff v(a)=1tand v(B) = f.

A formula « is called BC-valid if v(«) = t holds for any valuations v.
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Remark 4.4. The following completeness theorem for BC (i.e., essentially
the completeness theorem for classical logic) holds: For any formula «
in Lga: BC F = «a iff a is BC-valid.

LEMMA 4.5. Let f be the mapping defined in Definition 2.5. For any
double valuations v* and v—, we can construct a valuation v such that
for any formula o in Lycc,

1. vt (a) =t iff v(f(a))=t,
2. v (o) =t iff v(f(~a))=t.

PRrROOF. We define a valuation v by: v(p) := vt (p) if p € &; v(p') :=
v~ (p) if p’ € ®'. This lemma is then proved by (simultaneous) induction
on a.

Base step: The case a = p, where p € ®. For 1: vF(p) = t iff
v(p) = t (by the assumption) iff v(f(p)) = t (by the definition of f).
For 2: v=(p) =t iff v(p’) = t (by the assumption) iff v(f(~p)) =1t (by
the definition of f).

Induction step: The case o = SAv: For 1: v (BAY) =tiff vt (B) =t
and v*(y) =t iff v(f(B)) =t and v(f(y)) =t (by induction hypothesis)
iff o(f(B)A f(y)) =t iff v(f(BA7))) =t (by the definition of f). For 2:
v (M%) = tiff o (8) = tor v (7) = tiff o(f(~ ) = tor o(f{~)) = t
(by induction hypothesis) iff v(f(~B)V f(~7)) = tiff v(f(~(BAY))) =t
(by the definition of f).

The case oo = 8V : Similar to Case a = 5 A 7.

The case « =  — ~: For 1: vF(8 — ) =t iff v7(3) = f or
v™(y) = t iff v(f(B)) = f or v(f(v)) = t (by induction hypothesis)
ifft o(f(B) = f(v)) = tiff v(f(B — 7)) =t (by the definition of f).
For 2: v= (B = ) =tif v (B) = forv (y) =t iff o(f(B)) = f or
v(f(~~)) = t (by induction hypothesis) iff v(f(8) — f(~~)) = t iff
v(f(~(B —~))) =t (by the definition of f).

The case « = 3 < v: For 1, v (B « ~) = t iff v (B) = ¢ and
v (y) = fiff v(f(B)) =t and v(f(y)) = f (by induction hypothesis)
iff v(f(B) « f(v)) =t iff v(f(B < ~)) =t (by the definition of f).
For 2, v (B < ) =t iff v~ (B) =t and v*(y) = f iff v(f(~p)) =t
and v(f(y)) = f (by induction hypothesis) iff v(f(~3) < f(v)) =t iff
v(f(~(B <)) =t (by the definition of f).

The case a = ~ f3: For 1, vt (~p) =t iff v (B) =t iff v(f(~B)) =t
(by induction hypothesis). For 2, v (~ ) = tiff v (8) = tiff v(f(B)) =t
(by induction hypothesis) iff v(f(~~ §)) = t (by the definition of f). O
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Similar to Lemma 4.5 we obtain:

LEMMA 4.6. Let f be the mapping defined in Definition 2.5. For any
valuations v, we can construct double valuations v and v~ such that
for any formula o in Lycc,

1. vt (a) =t iff v(f(a))=t,
2. v (a) =t iff v(f(~a))=t.

By Lemmas 4.5 and 4.6 we obtain:

THEOREM 4.7 (Semantical embedding from BCC into BC). Let f be the
mapping defined in Definition 2.5. For any formula « in Lpcc,

a is BCC-valid iff f(«) is BC-valid.
THEOREM 4.8 (Completeness for BCC). For any formula « in Lpcc,
BCC t = « iff o is BCC-valid.

PrROOF. We have: BCC - = « iff BC F = f(a) (by Theorem 2.7) iff
f () is BC-valid (by the completeness theorem for BC) iff @ is BCC-valid
(by Theorem 4.7). O

5. Modal extension

Formulas of modal bi-classical connexive logic are constructed from
countably many propositional variables, A, V, —, <=, ~, O (necessity)
and < (possibility). An expression fI' (f € {O,<}) is used to represent
the set {fy | v € I'}.

Prior to define Gentzen-type sequent calculi MBCC and MBC, we
define the languages of them.

DEFINITION 5.1. We fix a set ® of propositional variables and define the
set ® := {p’ | p € ®} of propositional variables. The language Lypcc
of MBCC is obtained from ® by A, V, —, <, O, & and ~. The language
Lyse of MBC is obtained from ® and ® by A, V, —, +, O and <.

A Gentzen-type sequent calculus MBCC for the modal bi-classical
connexive logic is introduced below.
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DEFINITION 5.2 (MBCC). MBCC is defined based on Lypcc. MBCC
is obtained from BCC by adding the logical inference rules of the form:

a,'= A Oor, ~30Y = «

— (O Ori *
FaT oA D) 5ron s pg (right?)
a= O, ~0O% . r=Aa
Sa= ol ~ox (V) TR oy (Orieht)
’ ~ — = — (~Ori
“Hasor,~oy "0t poA Tge (HPrieht)

~a,['= A
~Ca,I'= A

O, ~OY = ~a
ar, ~ 0¥ = ~ Oa

(~Oleft) (~<right)
A Gentzen-type sequent calculus MBC for the modal bi-classical logic
is defined below.

DEFINITION 5.3 (MBC). MBC is defined based on Lypc. MBC is ob-
tained from BC by adding (Oleft), (Cright), and the logical inference
rules of the form:

O = o . a= oI
—— (O -1 .
OF = Oa (Oright) Sa = OF (Oleft)

Remark 5.4. We make the the following remarks on MBC and MBCC.
1. Let L be MBC or MBCC. Sequents of the form a = « for any
formula « are provable in L. This fact can be shown by induction on a.
2. (~DOleft), (~Oright), (~<left) and (~ <right) correspond to the
following axiom schemes:

(a) ~Oa + O~a,
(b) ~Ca+ O~a.

3. MBC is regarded as a Gentzen-type sequent calculus for the ex-
tended positive fragment of the modal logic S4 with co-implication.

4. Several modifications of MBC and MBCC without co-implication,
called S4 and CS4, were studied in [11].

5. MBC is logically equivalent to S4 when the language includes
the classical negation connective. The cut-elimination theorem for MBC
holds, and MBC is decidable. These facts can be obtained in a similar
manner as shown in Remark 2.4. For more information on Gentzen-type
sequent calculi for S4, see, e.g., [28].
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DEFINITION 5.5. A mapping f from Lypece to Lype is defined induc-
tively by the same conditions as in Definition 2.5 and the following new
conditions:

L
-
NN N N

THEOREM 5.6 (Syntactical embedding from MBCC into MBC). Let T,
A be sets of formulas in Lysec, and f be the mapping defined in Defi-
nition 5.5. Then:

1. MBCC F I = A iff MBC F £(I) = f(A).
2. MBCC — (cut) - I' = A iff MBC — (cut) F f(T') = f(A).

Proor. We show only 1.

“=" By induction on the proofs P of I' = A in MBCC. We distin-
guish the cases according to the last inference of P, and show some cases
for the modal extension. The cases for the non-modal parts including
(cut) are the same as those of BCC.

1. The case (~ <right*): The last inference of P is of the form:

O, ~ 0¥ = ~a
ar, ~ 0¥ = ~ O«

(~Oright™).

By induction hypothesiss MBC F f(dT), f(~<OX) = f(~a), where
f(OT") and f(~ OX) respectively coincide with Of(I") and Of(~ %) by
the definition of f. Then, we obtain:

OF(D),0f(~ %) = f(~a)
T, 0/(~5) = Of(~a)

(Oright)

where O f(~ «) coincides with f(~ <a) by the definition of f. Therefore
we have the required fact: MBC - f(OL), f(~OX) = f(~Ca).
2. The case (~Oleft*): The last inference of P is of the form:

~a= O, ~0%
~Oa = O~ 0%

(NDIeft*).
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By induction hypothesis: MBC F f(~a) = f(COT), f(~0OX), where
f(OT) and f(~0OX) respectively coincide with ¢ f(T") and < f(~3) by
the definition of f. Then, we obtain:

f(ra) = OF(T), Of(~ %)
Sf(~a) = of), O f(~ )

(Oleft)

where < f(~ «) coincides with f(~ Oa) by the definition of f. Therefore
we have the required fact: MBC F f(~0O«a) = f(OT), f(~DOa).

“«<” By induction on the proofs @ of f(I') = f(A) in MBC. We
distinguish the cases according to the last inference of ), and show
some cases for the modal extension. The cases for the non-modal parts
including (cut) are the same as those of BCC. Similar to the proof of
Theorem 2.7, we omit the cases according to the condition f(~~ «) :=
f(a).

The Case (Oright): The last inference of @ is (Oright).

1. The last inference of P is of the form:

f(@A0), f(~O¥) = f(~a)
f@0), f(~OX) = f(~Ca)

(Oright)

where f(OI), f(~<X) and f(~ Oa) respectively coincide with Of(T),
Of(~%) and Of(~a) by the definition of f. By induction hypothesis,
we have: MBCC + OI',~ <Y, = ~a. Hence, we obtain the required
fact:

Or, ~ O = ~a
ar, ~ 0¥ = ~ Oa

(~ Oright™)

2. The last inference of P is of the form:

f(A0), f(~O%) = f(e)
f(@A0), f(~O%) = f(Ba)

(Oright)

where f(OI), f(~<X) and f(Oa) respectively coincide with Of(T),
Of(~%) and Of(«) by the definition of f. This case can be shown in a
similar way as in 1. O

We can obtain the following theorems for MBCC in a similar way as
for BCC.
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THEOREM 5.7. 1. The rule (cut) is admissible in cut-free MBCC.
2. MBCC is decidable.

3. MBCC is paraconsistent with respect to ~.

The duality and quasi-symmetry properties can also be shown for

MBCC.

DEFINITION 5.8. A mapping f from Lypcc to Lyvsec is defined induc-
tively by the same conditions as in Definition 3.1 and the following new
conditions:

L f(Da) = Of(a),
2. f(®a) :=0f(a).

PRrROPOSITION 5.9. Let f be the mapping defined in Definition 5.8. Then,
we have: ff(a) = « for any formula o in Lypoc.

THEOREM 5.10 (Duality for MBCC). Let I', A be (possibly empty) sets
of formulas in Lyisec, and f be the mapping defined in Definition 5.8.

1. MBCC FT' = A iff MBCC F f(A) = f(I).
2. MBCC — (cut) - I' = A iff MBCC — (cut) F f(A) = f(T).

DEFINITION 5.11. A mapping f from Lypec to Lypoc is defined in-
ductively by the same conditions as in Definition 3.5 and the following
new conditions:

L. f(Ba):=0f(a),
2. §(0a) = Of(a),
3. f(~DOa) :=3f(~p),
4. f(~Ca) :=0f(~p).

THEOREM 5.12 (Quasi-symmetry for MBCC). Let I" and A be (possibly
empty) sets of formulas in Lyipec, and f be the mapping defined in
Definition 5.11.

1. If MBOC F T = A, then MBCC F ~ f(A) = ~ f(I).
2. If MBCC — (cut) FI' = A, then MBCC — (cut) - ~ f(A) = ~ f(I).

Next, we introduce the Kripke semantics for MBCC and MBC, and
prove the Kripke completeness theorem for MBCC.

DEFINITION 5.13. A structure (M, R) is called a Kripke frame if M is a
non-empty set and R is a transitive and reflexive binary relation on M.
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DEFINITION 5.14. Double valuations =" and =~ on a Kripke frame
(M, R) are mappings from ® to the power set 2M of M. We will write
z =* p for x € * (p) with x € {+,—}. These double valuations =+
and =" are extended to mappings from the set of all formulas to 2 by:
1.z ETaABiff x ET aand z =T f,

rETaVvpiff z =T aorz =TS,

rETa— Biff  ET aimplies z =T 3,

rETa+ Biff x =T aand z T B,

z ' Oaiff Vy € M [zRy implies y =1 a,

zET Oaiff Jye M [xRy and y T o,

rET ~aiff zE

rE-aNpiff x =" aorx =T S,

9. 2" aVpiff x " aand z =~ £,

10. z |~ a— Biff x =T a implies z =" 3,

11. - a+ Biff x =" aand z £+ 3,

12. 2 =" Oaiff Jy € M [zRy and y =~ «af,

13. z =~ Caiff Yy € M [zRy implies y =" af,

4. z - ~aiff 2T a

DEFINITION 5.15. A MBCC-Kripke model is a structure (M, R, =1, ")
such that (M, R) is a Kripke frame and =" and = are double valuations
on (M, R). A formula « is true in a MBCC-Kripke model (M, R, ="
=) iff x ET « for any x € M, and is MBCC-valid in a Kripke frame
(M, R) iff it is true for every double valuations =" and =~ on the Kripke
frame.

PN oUW

DEFINITION 5.16. A wvaluation |= on a Kripke frame (M, R) is a mapping
from ® U @ to the power set 2M of M. We will write x |= p for = €
= (p). The valuation |= is extended to a mapping from the set of all
formulas to 2M by:

l.zEanpiff x Faand z = 5,

rEavVpiffzEaorxfEp,

x = a— fiff x = o implies z = 5,
rEa<+ fiff v E o and x jE B,

x| Oa iff Vy € M [xRy implies y = af,

6. =<Caiff Jye M xRy and y = af.

DEFINITION 5.17. A MBC-Kripke model is a structure (M, R, =) such
that (M, R) is a Kripke frame and |= is a valuation on (M, R). A formula
ais true in a MBC-Kripke model (M, R, |=) iff 2 |= « for any € M, and

U N
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is MBC-valid in a Kripke frame (M, R) iff it is true for every valuation
= on the Kripke frame.

Remark 5.18. The following completeness theorem w.r.t. MBC-Kripke
models holds: For any formula « in Lypc,

MBC F = a iff « is MBC-valid.

LEMMA 5.19. Let f be the mapping defined in Definition 5.5. For any
MBCC-Kripke model (M, R, =", =), we can construct a MBC-Kripke
model (M, R, |=) such that for any formula « in Lypec and any x € M,

1.z ET aiff x E f(a),
2.z aiff xF= f(~a).

PROOF. Suppose that (M, R, =", ") is a MBCC-Kripke model where
=1 and =" are mappings from ® to 2M. Suppose that (M, R, =) is a
MBC-Kripke model where |= is a mapping from ® U ®' to 2. Suppose
moreover that these models satisfy the following conditions: for any
xr € M and any p € 9,

1. z T piff o= p,

2. z="piff zEP.

Then, the claim of the lemma is proved by (simultaneous) induction on
the complexity of a.

Base step: The case o = p, where p € ®: For 1: z =T piff x = p iff
x = f(p) (by the definition of f). For 2: z =~ piffz =p' iff x = f(~Dp)
(by the definition of f).

Induction step: We show some cases.

The case a« = ~f: For 1: o =T ~piff =~ piff 2 E f(~p) (by
induction hypothesis for 2). For 2: z =~ ~ 3 iff z =T g iff z | f(B)
(by induction hypothesis for 1) iff x = f(~~ ) (by the definition of f).

The case « =  A~v: For 1, we obtain: « =T BAy iff z =T 8
and z =T v iff z | f(B) and « = f(v) (by induction hypothesis for
1) iff z = f(B) A f(y) iff z = f(BA~) (by the definition of f). For 2:
vl BAv itz Bora = v iffx = f(~f) ora = f(~7) (by
induction hypothesis for 2) iff z |= f(~ ) V f(~7) iff x = f(~(BA 7))
(by the definition of f).

The case « = 3 — ~: For 1: o T 8 — ~ iff x =T 3 implies
x ET v iff z = f(B) implies = f(vy) (by induction hypothesis for
1) iff « = f(B) — f(y) iff x = f(B — ~) (by the definition of f).



508 NORIHIRO KAMIDE

For 2: o = B — v iff # T B implies =~ v iff z = f(B) implies
x = f(~~) (by induction hypotheses for 1 and 2) iff z = f(B8) — f(~7)
iff x = f(~(8 — 7)) (by the definition of f).

The case a« = <+ v: For 1: z =" B+~ iff x =T f and z &1 « iff
x = f(B) and = [~ f(v) (by induction hypothesis for 1) iff x = f(5) «
f(y) iff = f(B < 7) (by the definition of f). For 2: z =~ f — v
if == Band x T v iff z | f(~B) and = £ f(v) (by induction
hypotheses for 1 and 2) iff x = f(~f) < f(v) iff z | f(~(8 < 7)) (by
the definition of f).

The case o = OB: For 1: z =T Of iff Vy € M[zRy implies y =1 f]
iff Yy € M[xRy implies y = f(3)] (by induction hypothesis for 1) iff
x | Of(p) iff « = f(OpP) (by the definition of f). For 2: z =~ 0Op
ifft 3y € M[zRy and y =~ f] iff Jy € M[zRy and y = f(~p)] (by
induction hypothesis for 2) iff z = Of(~p) iff # = f(~0Op) (by the
definition of f). O

Similar to Lemma 5.19 we obtain:

LEMMA 5.20. Let f be the mapping defined in Definition 5.5. For any
MBC-Kripke model (M, R, =), we can construct a MBCC-Kripke model
(M, R, =", ") such that for any formula  in Lypoc and any x € M,

1. z | f(a) iff zET a,
2.z f(ra)iff 2E a

By lemmas 5.19 and 5.20 we obtain:

THEOREM 5.21 (Semantical embedding from MBCC into BCC). Let f
be the mapping defined in Definition 5.5. For any formula « in Lyeoc,

a is MBCC-valid iff f(a) is MBC-valid.
By using Theorems 5.6 and 5.21 we have:

THEOREM 5.22 (Completeness for MBCC). For any formula « in Lyipcc,

MBCC F = o« iff « is MBCC-valid.
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