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Abstract
Motivation: More and more authors empirically verify the relationship between the vol-
ume of tweets and the stock market indicators. The patterns explored from Twitter most 
often take the form of time series that represent user’s activity on different level of gran-
ularity (moods, emotions, relevant topic or query-related messages). Sentiment analysis 
is a technique used to transform text data into information on the mood and related be-
havioral categories. Supervised machine learning is the most commonly used approach 

to sentiment analysis. Thus, the results of an empirical analysis of the relationship between 
social media and stock depend on the quality of results of classification task. The quality 
of the features used to learn the classifier plays a key role. The feature space is modified 
using various data pre-processing scenarios that aim to increase accuracy of classifica-

tion. The impact of pre-processing data on the quality of classification is often discussed 
in studies. Very few authors discuss the impact of pre-processing on the correlation indi-

cator between Twitter and stock market.
Aim: Analysis of the impact of tweets pre-processing on the Pearson correlation indicator 

between the mood of Twitter users and stock market trading volume.
Results: The correlation between the volume of stock market trading and the volume 

of tweets has been empirically confirmed. The effect of pre-processing on the correla-
tion index was noted for the variables ‘all_tweets’ and ‘negative_tweets’. This is because 
the training set has a significant amount of tweets with negation. However, the results 

ORIGINAL ARTICLE
received 01.04.2020; revised 25.05.2020; accepted 31.12.2020

Citation: Michalak, J. (2020). Does pre-processing affect the correlation indicator between Twitter 
message volume and stock market trading volume?. Ekonomia i Prawo. Economics and Law, 19(4): 

739–755. doi:10.12775/EiP.2020.048.

http://www.economicsandlaw.pl
http://orcid.org/0000-0002-1061-401X
http://doi.org/10.12775/EiP.2020.048


  EKONOMIA I PRAWO. ECONOMICS AND LAW, 19(4): 739–755

740

are not conclusive. The differences between the Pearson correlation index calculated for 
scenario one and scenario four are not significant. However, this indicates that the effect 
of noise data may reduce the quality and precision of conclusions. Especially in the case 

of frequent repetition of a certain category of noise.

Keywords: twitter sentiment analysis; behavioral economy; data mining
JEL: G41; C38

1. Introduction

Financial market theory is based on assumption of rationality and efficient mar-
ket hypothesis. However actual processes are full of anomalies which cannot be 
explained by full rationality assumption, e.g. January effect, herd behaviour, 
black swan. Behaviorists believe that the impact of social and psychological fac-
tors on investor decision making is important in explaining them. Investors feel 
emotions and are in the mood. Mood affects the decision-making process, cog-
nitive processes and motivation of investors. Decision-makers with a positive 
mood are optimists, they perceive events as opportunities. Affective percep-
tion can affect the expectation of investors, their strategies and risk perception. 
Emotions are intense, oriented and short-lived feelings. Emotions strongly in-
fluence perceptions. Transfer of emotions can be done through activity in online 
communities. According to Oh & Sheng (2011) there are two types of investors 
(1) rational — who make their decisions based on fundamental information’s, 
and (2) noise investors. Noise investors operate on the basis of pseudo sig-
nals. They are often active on so-called online investors groups. Conversation 
in the context of noise investors involves discussing alternatives, forecasting, 
asking, sharing opinions. One of the most used online forums is Twitter. Re-
al-time investor messages are transmitted via Twitter. Some messages can affect 
investors’ emotional processes. Data generated by twitter users can be collected. 
By processing them, we can infer about moods and emotions for specific groups, 
such as noise investors. Many authors support this statement (Bollen et al.,2011; 
Mittal & Goel, 2012; Oh & Sheng, 2011; Rao & Srivastava, 2013).

Sets of text messages are called big social data. According to Ishikawa (2015) 
and Olshannikova et al. (2017) big social data refers to large data volumes 
which describe people’s behaviour and technology-mediated social interactions 
in the digital realm. We treat these data as a big data, in term of 3V dimension 
model. According to 3V model big social data can be treat as predictors for real 
categories because of high frequency, real-time and volume. In addition, Nisar 
& Yeung (2018) indicate that social networking sites provide the opportunity 
to observe the global trend while looking into the individual behaviour. Big 
social data requires appropriate tools and techniques to transform them into 
information, like Twitter Sentiment Analysis. Research activity in Twitter Sen-
timent Analysis field can be divided into the following areas (1) development 
of research techniques and tools and (2) implementation of explored indicators 
in various domains. Twitter Sentiment analysis process contains the following 



  EKONOMIA I PRAWO. ECONOMICS AND LAW, 19(4): 739–755

741

stages: data pre-processing and feature selection. Quality of the features used 
to learn the classifier plays a key role. The feature space is modified using various 
data pre-processing scenarios that aim to increase accuracy of classification. The 
impact of pre-processing data on the quality of classification is often discussed 
in studies. Very few authors discuss the impact of pre-processing on the corre-
lation indicator between Twitter and stock market. Thus, the aim of the analysis 
is to verify of the impact of tweets pre-processing on the Pearson correlation 
indicator between the mood of Twitter users and stock market trading volume. 
The presented conclusions are the result of a pilot study.

2. Literature review

In behavioral economics early works on knowing investors’ sentiment are based 
on survey. Then, the potential of domain online forums has been noticed, e.g. 
yahoo.finance (Antweiler & Frank, 2004; Wysocki, 1998). Antweiler & Frank 
(2004) confirmed that the forum messages reflect current company activity. 
Later investors turned to social media, which provides them with real-time mes-
sages. They start to build so-called online investor communities (Oh & Sheng, 
2011). Over time Twitter has become widely accepted as leading platform. Rao 
& Srivastava (2013) analysed DJIA, NASDAQ-100 and EURO FOREX with 
information from two online sources: Twitter and SVI Google. They used cor-
relation, Granger causality analysis and ARIMA models. They result indicate 
a relationship between Twitter/SVI/indexes. Zhang et al. (2011) confirmed 
the correlation between Twitter and Dow Jones. S&P500 and NASDAQ. Mao 
et al. (2012) omitted the information about sentiment and as variable they in-
cluded the volume of tweets. Correlation was confirmed. Bollen et al. (2011) 
carried out the task of emotion recognition on text data and confirmed correla-
tion and predictive value via neutral network. Mittal & Goel (2012) they stud-
ied the relationship by logistic regression, linear regression, SVM and neutral 
networks. They confirmed the conclusion of previous authors, like Oh & Sheng 
(2011), Porshnev et al. (2016), Strauß et al. (2018).

The research process is based on a study conducted by Nisar & Yeung (2018). 
To begin with pairwise correlations, classical Pearson correlation parameter 
was chosen for interpretation. The volume-based analysis of correlation com-
pares the trade volume with tweets volume (all tweets, positive tweets, negative 
tweets and neutral tweets). Variables were normalized using z-score, provided 
by formula:

( )
( )

( )
m

d

-
=

xt x
z xt

x
, 	 (1)

where:
m(x) — represents the mean;
d(x) — represents standard deviation.
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After the establish the association between variables, the multiple regression 
is used with 4 independent variables (positive tweets, negative tweets, neutral 
tweets). By using standardized beta coefficient, the strength of the effect of each 
independent variable is measure. The higher the absolute value of beta coeffi-
cient, the stronger effect. Advantage of using standardized beta it that variables 
can be easily compared to each other (Freedman, 2009, p. 86).

3. Sentiment analysis methods

3.1. Problem definition

Let’s suppose we have a regular opinion defined by Liu (2012): (ei, aij, sijkl, hk, 
tl), whereby ei is an entity of opinion, aij an entity aspect, sijkl is the sentiment 
expressed by person k regarding aspect j of the entity i, h is an opinion holder 
which send opinion in the time t. By looking at the Liu (2012) quintuple we de-
fine the opinion analysis task as: explore all the opinion characteristics in a set 
of documents d. Thus, we treat sentiment analysis as a sub — area of opinion 
mining. According to Zobal (2017) sentiment analysis measures people’s opin-
ion through natural language processing and computational linguistic. Refining 
the task, we strive to explore subjectivity (positive, negative, neutral), its direc-
tion and intensity (strong-weak) (Haddi et al., 2013; Liu, 2012).

With the sentiment analysis task defined in this way let us pay attention 
to the special case of tweets level sentiment analysis. Tweet is a 140-charac-
ter document sent by the registered Twitter users. Access to Twitter resources 
is possible via Twitter API (rest or streaming) or by scrapping Twitter.search 
web. Each downloaded tweets is stored in JSON format in the dictionary form 
{‘key’:‘the value of the key’}. The key is usually information from the following 
set K=(text, time, username, replies count, likes count, tweet ID, geolocation) 
(Twitter Developer, 2020).

Denote the set of tweets as D, in which each tweet represent one docu-
ment D=(d1,d2,d3,…,di). Due to the length of text, Twitter Sentiment Analysis 
is treated as sentence level analysis. Therefore, the assumption about regular 
opinion should be maintained. According to Liu (2012) comparative opinion 
is impossible to carry out at the sentence level. For each document i informa-
tion about time and opinion holder is automatically mining and stored as key 
in JSON file. The proxy variable for entity of opinion is the key word by which 
Twitter resources are filtered. For stock market relevant data filter is defined as 
combination cashtag with the company name in format: $yahoo_finance_ab-
breviation. Here the aspect of the entity is omitted, hence the only information 
about tweet that must be forecast is sentiment (according to Liu’s quintuple).

There exist two main approaches towards sentiment analysis: machine 
learning approach, lexicon-based approach. Second, according to Haddi et al. 
(2013) depend on a predefined list or corpus of word with a certain polarity, 
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like WordNet, SentiWordNet or Vader. Machine learning approach (scheme 
1) is based on training an algorithm, mostly classification on a selected feature 
for a specific mission and then test on another set whether it is possible to give 
a reasonable output (sentiment labels).

Using machine learning approach for the collection of D, lets define C as set 
of categorical labels C=(c1,c2,c3,…,cn), we are considering a binary classification 
task so C=(positive, negative). Let X denote the set of index terms in feature 
space X=(x1,x2,x3,…,xj), where j denote the number of indexing terms.

3.2. Text representation

Raw text data are incomprehensible for the algorithm, so we are replacing 
them with the representation that can feed algorithm. Most algorithms expect 
numerical feature vector of a fixed size. We will use two commonly used rep-
resentations, n-gram (especially unigram called bag-of-words) and TF–IDF 
weighing scheme.

Document di is represented by a vector ( )® iv
d ,  so D is a set of vectors that 

are part of common vector space. Each vector consists of j unique components. 
This space is X-dimensional, documents are identical in terms of features thus 
information about the word order is lost. By using vectors annotation, we create 
M matrix representing the full corpus (scheme 2).

The product of the bag-of-word representation is a (j-length) vector contain-
ing information about the number of occurrences of unique tokens in the doc-
ument. Enriching the unigram model with information about neighbour we 
create n-gram models, where n is the number of words that follow in sequence. 
The larger the n is we need to use larger training set.

The parameter term frequency — inverse document frequency is calculated 
according to the formula:

( ) ( ) ( )- = ×tf idf t d tf t d idf t d, , , , 	 (2)
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=
+

dnidf t d log
df d t

, ,
1 , 	 (4)

where:
tf(t,d) — term frequencies obtained are from (3);
idf(t,d) — inverse frequency obtained are from (4);
nt,d — the number of occurrence of term i(ti) in document j(dj);
Sknk,j — the number of occurrences of all terms (nk) in document j;
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nd — number of documents;
df(d,t) — number of documents that contain word i(ti).
Words that appear not only in the document but also dominate the entire 

corpus D after tf–idf transformation are associated with a low value of weight. 
These words are not a carrier of useful and distinguishing information. TF–IDF 
takes the value 0 when feature is absent in the document.

3.3. Pre-processing techniques

Natural language is characterized by a high degree of redundancy so dimen-
sionality reduction to relevant features is first of steps taken for increasing 
the quality of the feature space. Big social data are more noisy due to (1) Twit-
ter characters (RT, @username, #hashtag, URLs and emoticons), (2) informal 
nature of communication, words include: slang, spelling errors, abbreviations, 
neologism, (3) occurrence of stop words or numbers, (4) multilingual tweets 
and (5) multimodal content.

Pre-processing is the process of normalization of words and removing unin-
formative tokens. Having a large feature set result in spatial complexity of clas-
sifier, also requires a lot of time and RAM to run classifier (Agarwal et al., 2011; 
Chen & Wójcik, 2016; Symeonidis et al., 2018). Data normalization scenario 
gives effect in the form of enhancing sentiment analysis (Paudel, 2019; Singh 
& Kumari, 2016; Uysal & Gunal, 2014). The same authors recommend cau-
tious approach to the choice of pre-processing scenario, there is no universal 
approach. Scenarios used in the study are listed in table 1. The most commonly 
used techniques include (Symeonidis et al., 2018):

	– deleting and delete numbers;
	– detecting and delete repetitions in punctuation;
	– detecting and normalize capital letters;
	– lowercasing;
	– detecting and normalize slang and abbreviation;
	– detecting and normalize contraction;
	– dealing with negations;
	– delate stop words;
	– stemming;
	– spelling correction;
	– removing of punctuation;
	– emoticons;
	– detecting and deleting twitter characteristics URL, @, #.

3.4. Naïve Bayes Classifiers and its evaluation

The naïve Bayes is a simple probability classifier, often used as a benchmark for 
another algorithm. Simplicity and computing speed are efficient in verifying 
the impact of various data processing scenarios. NB is expressed as follow:
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where:
P(y|x1,x2,...,xn) — a posteriori probability (conditional probability that y oc-

curs when a specific set of x occurs);
P(y) — a priori probability of class occurrence;
P(x1,x2,...,xn|y) —a posteriori probability that x belongs to class y;
P(x1,x2,...,xn) — a priori probability of the occurrence of X, is the same for all 

classes, hence is omitted.
Thus, the classifier performs the task:
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The performance metrics used to evaluate the classifier results are (1) preci-
sion, (2) recall and (3) F-measure. In 7–9 formula tp — values of true positive, 
fp — false positive, tn — true negative, fn — false negative.
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4. Results

4.1. Data description

Data from Twitter was scraped via twitter.search, for the time window from 
01.01.2016 to 31.12.2017. The following keyword queries were used: $FB, 
$AMZN, $AAPL. As an additional filter a restriction to English tweets was 
impost. No geolocation restriction was imposed. The sum of tweet for each 
company is reported in table 1. In the case of correlation analysis based on big 
social data, the largest percentage of all tweets should be obtained. By increasing 
the sample, we aim to better represent the community of online investors.

Tweets are published with an ultra-high frequency, for the purpose of this 
article the number of messages has been aggregate per day. We made a gen-
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eral assumption that the tweet dataset is a good representation, if not complete, 
of the most popular issues related to the companies. Also, from exploratory data 
analysis (chart 1) we can conclude that the daily activity of investors in social 
media reflects the opening days of stock market. This can be treated as the first 
premise for inference about volume-variable correlation.

Despite the filtering the stream with the cashtag, there is a significant low 
proportion of tweets with one cashtag for each company (e. g. $AAPL has 
only 65.5% tweets with one cashtag) (table 2, chart 2). These are affected by 
informative messages, announcements or SPAM. Due to their nature, they 
do not contain opinion words, mainly ‘$’, ‘URL’, ‘#’. To exclude them from 
the mood  — volume time series dictionary analysis was performed by using 
the Vader dictionary from the NLTK module. However, they have a certain 
level of informativeness, hence the ‘neutral tweets’ time series was included 
in correlation analysis1 (chart 3).

Stock market data was obtained from yahoo.finance for the same time pe-
riod. To facilitate analysis and capture of correlations, stock market data has 
been filled with weekends and holidays by counting the average by day_indica-
tor=(day_indicator(t+1)+day_indicator(t-1)/2, where t — time.

4.2. Volume-based analysis result

Algorithm was run for each of the feature transformation. Each transforma-
tion was compared with the raw features space. Table 1 presents the scenarios 
(1–5) which were adopted arbitrary. The higher scenario tends to reduce di-
mensionality of feature space. Actions have been taken for the BOF and TF–IDF 
representations.

The training dataset were obtained from (Michailidis, 2017) presented by Go 
et al. (2009). ‘Senti140’ is a large data set with ‘noisy labels’. It means that they 
used the Twitter Search API to collect tweets by using keyword search: 😊 and ☹  as 
a proxy for sentiment. Tweets with positive emoticons were treated as positive, 
and tweets with negative emoticons were treated as negative. ‘Noisy’ means 
that there was no manual data label.

Table 3 shows the effect of the evaluation of the classifier. Parameter values 
are similar, the difference between 1 and 4 scenarios is visible but the differ-
ence is low. This means that a large proportion of the data noise are the char-
acteristics of Twitter from first scenario. Thus, only aggregation of all data 
cleansing activities results in a change of parameters. This is a conclusion con-
sistent with most references in the literature and training guides. Short mes-
sages forced to focus on reducing the impact of ‘#’, URL and ‘$’. Alternatively, 
to capture the differences, scenarios which are related to one technique should 
be designed. Thus, the differences clearly will indicate that the actions that im-
prove the quality of the feature space are correct. Another interesting approach 

1  Examples of neutral tweets: ‘there are today’s #block trades #options …’, ‘Apple 
watch bands set to…’.
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to capturing effects of pre-processing would be use of manually tagged training 
data set in which high noise of selected problem characteristics would be found.

Table 4 confirms expectation of a positive correlation between volumes var-
iable. Moreover, the supposition that this value would be the largest for apple 
was confirmed. Although, Pearson correlation coefficient is not truly conclusive 
for this type of analysis, chart 3 shows a clear violation of the linearity rule which 
is an assumption of the test. But in most works Pearson coefficient is considered 
as the initial one. The low difference between the evaluation of the classifiers 
for scenarios affects the overall conclusions on correlation. Differences in cor-
relation were tried to be shown between the data pre-processing scenarios 1 
and 4 (table 4). Actions aimed at improving the quality of features had a positive 
effect on the value of the Pearson correlation coefficient for a variable that rep-
resents negative emotions. This is the result of a significant number of negations 
in the training set. This is an important application in the domain of behavioral 
economics/behavioral finance. By increasing the accuracy of the classification 
(especially due to the multi-label classification), we increase the quality of time 
series. Thus, we aim to organize the complex space of big social data.

Unfortunately, according to the author, the difference in the value of the cor-
relation coefficient are too low to study the differences in multi regression with 
standardized beta. Table 5 presents the results of regression analysis (with 
time series obtained with first pre-processing scenario). In case of $AAPL 
and $AMZN negative messages play a significant role. As expected, set of neu-
tral messages is not significant. The parameter value for the negative variable 
is greater than for positive messages — companies must be wary of negative 
comments on social media.

5. Conclusion

Correlation between social media sentiment and stock market via trading vol-
ume variable was captured. Results are strong enough to recommend research 
to forecast stock market by using Twitter variables. This idea is based on ap-
proach of behavioural economics, with profoundly link sentiment with individ-
ual decision making and behaviour. The presence of uncertainty in stock market, 
overall effect of sentiment on decision-making nowadays tends to be even 
stronger. Long lasting positive sentiment might lead to overvaluation and even 
to market bubbles with market pessimism makes stocks undervaluation, with 
might open space for purchase at advantages prices. That is why it is impor-
tant to look for variables that will help forecast changes and react in real time. 
These criteria meet big social data. This study proposes a method of combining 
conclusions from the area of research on the development of Twitter Sentiment 
Analysis with analyses in the domain of behavioral economics. Attempts were 
made to point out that the quality of conclusions for behavioral economics de-
pends on the quality of the analyses in Twitter Sentiment Analysis. As a result 
of the analysis, certain signals were received that confirm this hypothesis. In-
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creasing the quality of features affects the quality of applications in research 
in which variables from Twitter are used. However, this is a signal, this study 
should be developed.
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Appendix 1: framework for sentiment analysis

Table 1.
Pre-processing scenarios

Cleaning scenario Action on dataset
1 lowercase, stopwords, stemming, remove punctuation, Twitter characteristic
2 1 + delete numbers
3 2 + slang and abbreviation, spelling correction
4 3 + contraction, negation, emoticons (all actions)

Notes:
All scenarios were carried out for bag-of-words and TF–IDF model.

Source: Own preparation.

Scheme 1.
Process of preparation documents for classifiers (general framework)
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Document–Term matrix
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Source: Own preparation.

Appendix 2: exploratory data analysis

Table 2.
The number of tweets in the dataset for companies and percentage of noise 
in the cashtag

Variable $AAPL $FB $AMZN
number of tweets 808218.00 5474190.00 405758.00
daily average tweets 1109.40 750.59 557.11

cashtag=1.0 (in %) 65.60 52.31 50.50

cashtag<5.0 (in %) 84.11 80.83 77.07

Source: Own preparation.
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Chart 1.
Investor activity broken down by weekdays Amazon, Apple and Facebook
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Chart 2.
Co-occurrence of cashtags for Amazon, Apple and Facebook
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Appendix 3: Twitter time series and classification results

Table 3.
Evaluation of the Multinomial Naïve Bayes classifier

Scenarios
TF–IDF BOW

accuracy precision recall f-measure accuracy precision recall f-measure
1 0.761 0.769 0.750 0.758 0.775 0.782 0.762 0.772
2 0.768 0.773 0.758 0.766 0.776 0.783 0.762 0.772
3 0.764 0.690 0.740 0.700 0.785 0.766 0.759 0.779
4 0.871 0.960 0.894 0.876 0.871 0.752 0.910 0.780

Source: Own preparation.

Chart 3.
All daily tweets and neutral tweets for Amazon, Apple and Facebook (calculated using 
the lexicon-based approach by Vader in NLTK module)
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Source: Own preparation in Python.

Appendix 4: correlation between volume of tweets and trading 
volume

Table 4.
Correlation indicator for companies for scenario 1 and scenario 4

Variable
Scenario 1 Scenario 4

all_day neutral negative positive all_day neutral negative positive
Apple volumen 0.4998 0.4943 0.5310 0.4820 0.5203 – 0.5447 0.4823
Facebook volumen 0.3600 0.3175 0.4244 0.4062 0.3754 – 0.4277 0.4062
Amazon volumen 0.3760 0.3738 0.3710 0.3495 0.3776 – 0.3821 0.3495

Source: Own preparation.

Table 5.
Regression result for volume-based analysis

Model R neutral negative positive
Apple 0.3080 −0.0945 0.4774*** 0.1977***
Amazon 0.1510 0.1534 0.2380* 0.0088
Facebook 0.1094 −0.3980*** 0.2592*** 0.2937***

Source: Own preparation.




	Does pre-processing affect the correlation indicator between Twitter message volume and stock market trading volume?
	1. Introduction
	2. Literature review
	3. Sentiment analysis methods
	3.1. Problem definition
	3.2. Text representation
	3.3. Pre-processing techniques
	3.4. Naïve Bayes Classifiers and its evaluation
	4. Results
	4.1. Data description
	4.2. Volume-based analysis result
	5. Conclusion
	References
	Acknowledgements
	Appendix 1: framework for sentiment analysis
	Appendix 2: exploratory data analysis
	Appendix 3: Twitter time series and classification results
	Appendix 4: correlation between volume of tweets and trading volume

