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ON EXISTENCE OF PERIODIC SOLUTIONS

FOR KEPLER TYPE PROBLEMS

Pablo Amster — Julián Haddad

Abstract. We prove existence and multiplicity of periodic motions for

the forced 2-body problem under conditions of topological character. In

different cases, the lower bounds obtained for the number of solutions are
related to the winding number of a curve in the plane and the homology of

a space in R3.

1. Introduction

Let us consider the following periodic singular problem:

(1.1)


u′′(t)± u(t)

|u(t)|q+1
= λh(t),

u(0) = u(1),

u′(0) = u′(1)

for a vector function u : I := [0, 1] → Rn, where q ≥ 2, λ > 0 and h ∈ C(I,Rn)

with h :=
∫ 1

0
h(t) dt = 0 and h(0) = h(1). Here, u describes the motion of a par-

ticle under a singular central force that can be attractive or repulsive depending

on the sign ±, and an arbitrary perturbation h.

The case n = 2 was studied in [2], where the existence of periodic solutions

under a non-degeneracy condition was proven. In more precise terms, a lower
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bound of the number of solutions depending purely on a topological property of

the second primitive of h was obtained, namely:

Theorem 1.1. Let H be a periodic function such that H ′′ = −h and let r be

the number of bounded connected components of R2 \ Im(H). Then for λ large

enough, problem (1.1) has at least r solutions.

In the present work, this result shall be extended in several directions. In

Section 2, we consider the repulsive case. We obtain at least one extra solution

from the direct computation of the Leray–Schauder degree over the set of curves

that are bounded away from the origin and from infinity. Furthermore, we obtain

a lower bound of the number of solutions that depends not only on the number of

connected components of R2 \ Im(H) but also on the winding number of H with

respect to these components. More specifically, if r is the number of bounded

connected components of R2 \ H and H has s different winding numbers with

respect to these components, then the number of solutions is at least r + s. As

we shall point out, the number of solutions is generically (i.e. for a ‘large’ set of

functions h) at least equal to 2r.

In Section 3 we give some examples illustrating existence and non-existence

of solutions in some particular situations.

In Section 4 we present a version of Theorem 1.1 for higher dimensions. Our

proofs make use of some classical results of algebraic topology. The case n = 3

is treated separately because the homology of open sets with smooth boundary

is simple and easy to understand. The role of r in Theorem 1.1 shall be played

by the dimension of the first homology group H1(R3 \ Im(H)): as we shall see,

if this number is positive then the problem has a solution for λ large enough.

We recall that this case can be also treated by means of knot invariants [6]. The

case n > 3 needs more restrictive hypotheses; however, we are able to guarantee

the existence of solutions, provided that H is an embedding. Our results can be

extended to the restricted N -body problem.

1.1. Preliminaries. Theorem 1.1 was proven in [2] using a result essentially

contained in Cronin’s book [5] that makes use of the so-called averaging method.

We also refer to [7, Section V.3] and the more recent paper [11] for a more detailed

account of the method and its history. However, for our purposes it shall be

convenient to describe the procedure in a precise way. As before, let H : S1 → Rn

be a periodic second primitive of −h (which is unique up to translations). For

convenience we shall assume, without loss of generality, that

H :=

∫ 1

0

H(t) dt = 0.

Let us make the change of variables

(1.2) u(t) = λ(z(t)−H(t))
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so equation (1.1) becomes

(1.3)


z′′(t) = ∓ε z(t)−H(t)

|z(t)−H(t)|q+1
,

z(0) = z(1),

z′(0) = z′(1),

where

(1.4) ε = λ−(q+1).

Let C2
per(I,Rn) denote the set of 1-periodic C2 functions and define

C̃i
per(I,Rn) = {u ∈ Ci

per(I,Rn) : u = 0}

for i = 0, 1, . . . and Nu := ±u(t)/|u(t)|q+1. For ε > 0, it is well-known (see

e.g. [10]) that (1.3) can be re-written as a fixed point operator equation

(1.5) z = z −N(z −H)− εK[N(z −H)−N(z −H)]

where K is the inverse of the linear operator Lu := u′′, regarded as an isomor-

phism from C̃2
per onto C̃per.

We shall use the Leray–Schauder degree in order to prove that the solutions

of (1.5) for ε = 0 can be continued for small values of ε. With this aim, let

A := {z ∈ C2
per(I,Rn) : z 6= H} and consider the operator Φ0 : A → C2

per(I,Rn)

given by

Φ0(z) := z − z +N(z −H).

From the definition of the Leray–Schauder degree, it is seen that the degree of

Φ0 coincides with the Brouwer degree of its restriction to the finite dimensional

space of constant functions, namely the function F : Rn \ Im(H)→ Rn given by

(1.6) F (x) =

∫ 1

0

x−H(t)

|x−H(t)|q+1
dt.

This setting was enough to prove Theorem 1.1; however, for the results in the

present work a more careful analysis is required. Let us define the continuous

functional Gε : A → C2
per(I,Rn) given by

Gε(z) := z − z +N(z −H) + εK[N(z −H)−N(z −H)].

Thus, for ε > 0, the zeros of Gε are exactly the solutions of (1.3). Then, with

each open set D ⊆ Rn \ Im(H) we may associate the open set of curves D =

{z ∈ C2
per(I,Rn)/ Im(z) ⊂ D} and hence deg(Gε,D, 0) = deg(F,D, 0) for small

ε, provided that (1.3) has no solutions over ∂D.

Thus, it suffices to look for open sets D such that the deg(F,D, 0) is defined

and different from zero. For each of these sets D there exists a solution of (1.3)

for ε > 0 small. In the situation of Theorem 1.1, if Ω1, . . . ,Ωr are the bounded
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connected components of R2 \ Im(H), we may construct open sets Ω∗i ⊂ Ω∗i ⊂ Ωi

where all the respective degrees are equal to 1.

For convenience, we shall consider another functional F associated to equa-

tion (1.1) and independent of λ, namely

F(u) := u− u+Nu+K(Nu−Nu).

The relation between these two functionals is the following: the function u is

a solution of (1.1) if and only if F(u) = −λH, if and only if Gε(u/λ + H) =

Gε(z) = 0, if and only if z = u/λ + H is a solution of (1.3). By standard

properties of the Leray–Schauder degree, it is clear that

(1.7) deg(Gε,D, 0) = deg(F , E ,−λH)

where ε and λ are related by (1.4) and D and E are related by

(1.8) D = H +
1

λ
E .

Finally, let us define the function g : Rn \ {0} → R by g(u) = 1/|u|q−1, so

∇g(u) = −(q − 1)u/|u|q+1.

2. The repulsive case

In this section we shall improve Theorem 1.1 for the repulsive case. In the

first place, let us prove the existence of an extra solution by a direct degree

argument:

Theorem 2.1. In the conditions of Theorem 1.1, the repulsive case of prob-

lem (1.1) admits at least r + 1 solutions for λ large.

It is worth noticing that Theorem 2.1 shall be improved as well at the end of

this section by studying the winding number of H with respect to the connected

components of R2 \ Im(H). However, this latter extension cannot be carried out

in higher dimensions; thus, for the sake of clarity it shall be convenient to prove

both results separately.

We will make use of the following two lemmas, which shall provide us a priori

bounds for the solutions. Later on, these bounds will be used also in the proofs of

Theorems 4.1 and 4.8 for higher dimensions, so the results will be stated in Rn.

We remark that nothing of this can be extended to the attractive case.

Lemma 2.2. Given λ∗ > 0, there exist constants R, r > 0 such that r <

|u(t)| < R for all t ∈ I, for any u : I → Rn solution of (1.1) with λ ≤ λ∗.

Proof. Let us firstly prove that solutions are uniformly bounded away from

the origin. Let u be a solution. We define the energy and compute its derivative

E(t) =
1

2
|u′(t)|2 +

1

(q − 1)|u(t)|q−1
, E′(t) = 〈u′, u′′〉 − 〈u

′, u〉
|u|q+1

= 〈u′, λh〉,
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(2.1) |E′(t)| ≤ λ|u′(t)||h(t)| ≤ λ‖h‖∞
√

2E(t) ≤ Cλ∗
√
E(t).

Now multiply equation (1.1) by u and integrate,∫ 1

0

〈u, u′′〉 −
∫ 1

0

1

|u|q−1
= λ

∫ 1

0

〈h, u〉,

−‖u′‖22 −
∫ 1

0

1

|u|q−1
= λ

∫ 1

0

〈h, u〉 = λ

∫ 1

0

〈h, u− u〉,

1

2
‖u′‖22 +

∫ 1

0

q − 2

q − 1

1

|u|q−1
+

∫ 1

0

E = −λ
∫ 1

0

〈h, u− u〉,∫ 1

0

E ≤ λ
∣∣∣∣ ∫ 1

0

〈h, u− u〉
∣∣∣∣ ≤ λ‖h‖2‖u− u‖2,∫ 1

0

E ≤ λ∗C‖u′‖2 ≤ λ∗C

√∫ 1

0

E.(2.2)

From this inequality, a bound for E(t0) for some t0 is obtained. Using (2.1), we

get a bound for E(t) for all t, and hence a bound for 1/|u(t)|q−1 depending only

on λ∗.

Next, let us prove that solutions are uniformly bounded. By contradiction,

suppose there exists a sequence {un} of solutions with ‖un‖∞ → ∞. Then

‖un − un‖∞ ≤ C‖u′n‖∞ ≤ C
√
‖E‖∞ ≤ C which, in turn, implies that if n is

large then the image of un lies in a half-space. This contradicts the fact that

g(un) = 0. �

Lemma 2.3. Problem (1.1) has no solutions for λ = 0.

Proof. Let λ = 0 and suppose u is a solution. As before, multiply equation

(1.1) by u and integrate, then

−
∫ 1

0

|u′|2 =

∫ 1

0

u′′u =

∫ 1

0

1

|u|q−1
,

a contradiction. �

Lemma 2.4. Solutions of (1.1) are also uniformly bounded in C2(I,Rn).

Proof. We know from Lemma 2.2 that ‖u‖∞ and ‖u′‖∞ are bounded and

inf |u| is bounded away from 0. From (1.1), it follows that ‖u′′‖∞ is bounded as

well. �

Lemma 2.5. Let F : E ⊂ C2
per(I,Rn)→ C2

per(I,Rn) where F is the functional

associated to (1.1) and

E = {u ∈ C2 : r < |u| < R, ‖u′‖∞ < C, ‖u′′‖∞ < C}

where r,R and C are the bounds obtained in the preceding lemmas. Then

deg(F , E ,−λ∗H) = deg(Gε∗ ,D, 0) = 0
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where ε∗ and D are defined as in (1.4) and (1.8).

Proof. It follows immediately from the preceding lemmas, identity (1.7),

the homotopy invariance and the solution property of the degree. �

Using this fact, we are able to obtain an extra solution of (1.1).

Proof of Theorem 2.1. Following the notation and the proof of Theo-

rem 1.1 in [2], set

Ak := {z ∈ C2
per(I,R2) : Im(z) ⊆ Ω∗k, ‖z′‖∞ < C, ‖z′′‖∞ < C}

with Ω∗k ⊆ Ωk such that deg(∇g,Ω∗k, 0) = 1, and take E as in the previous lemma.

We know that, for some ε∗ small enough, deg(Gε∗ ,Ak, 0) = 1 and the problem

has a solution in Ak.

By formula (1.8), D = {z : r/λ∗ < |z−H| < R/λ∗}, so taking R large enough

it is seen that Ak ⊆ D for all k. By the previous lemma, deg(Gε∗ ,D, 0) = 0.

Defining B = D \
r⋃

k=1

Ak, we obtain deg(Gε∗ ,B, 0) = −r, so there exists at least

one more solution in B, which is obviously different from the others. �

In the preceding proof, when r > 1 it is worth observing that, although the

degree of Gε∗ is equal to −r, we cannot assert the existence of r different extra

solutions since we are not able to ensure that they are non-degenerate. But we

are still able to distinguish solutions using properties that are invariant under

continuation.

We recall the definition of the index of a curve:

Definition 2.6. Let γ : I → R2 be a continuous curve and let x ∈ R2\Im(γ).

Let j(x, γ) ∈ Z be defined as the winding number of γ around x. The function

x 7→ j(x, γ) is constant in each connected component of R2 \ Im(γ). Thus, if

Ω ⊆ R2 is one of these components, we define the winding number j(Ω, γ) of γ

around Ω.

Theorem 2.7. In the conditions of Theorem 2.1, let Ω1, . . . ,Ωr be the con-

nected components of R2\Im(H) and let s be the cardinality of the set {j(Ωk, H) :

k = 1, . . . , r}. Then the repulsive case of (1.1) admits at least r + s solutions.

Proof. Let E be defined as before and consider the ‘winding number func-

tion’ J : E → Z defined by J(x) = j(0, x), which determines in E the connected

components Ei = {u ∈ E : J(x) = i} for i ∈ Z. Since ∂E =
⋃
i∈Z

∂Ei, we deduce

from Lemmas 2.2 and 2.3 that deg(F , Ei,−λH) = 0 for every i. Using again

formula (1.8), we obtain the pairwise disjoint decomposition D =
⋃
i∈Z
Di and

deg(Gε∗ ,Di, 0) = 0. Using the notation of the previous theorem, we have that
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Ak ⊆ Di(k) where i(k) := j(Ωk, H). Thus, taking

Bi = Di \
⋃

k:i(k)=i

Ak = Di \
r⋃

k=1

Ak,

it is seen that deg(Gε∗ ,Bi, 0) = −# {k/j(Ωk, H) = i}. We remark that this

degree is equal to 0, except for the (finitely many) values of i such that j(Ωk, H) =

i for some k. We conclude that there exists, for each of those values of i, at least

one solution in Bi which clearly does not belong to Ak for any k. �

As an example, in [2] we considered, using complex notation, h(t) := eit +

27e3it. The function H(t) = eit + 3e3it is a parameterization of the epicycloid:

As observed, R2\H(R) has five bounded connected components with correspond-

ing indices 3, 2, 2, 1, 1. Hence we obtained five periodic solutions. But according

to Theorem 2.7, in the repulsive case the number of solutions is at least 8.

In general, there is no way to guarantee that solutions of a given problem

are non-degenerate without knowing them explicitly. But since our functional is

smooth, this property can be achieved by arbitrarily small perturbations. It is

in some sense a ‘generic’ property, as stated in the following remark.

Remark 2.8. Using the Sard–Smale Theorem, it can be proven that, for

a ‘generic’ forcing term h, the repulsive problem has in fact at least 2r periodic

solutions. More specifically, there exists a residual set Σ ∈ C̃0
per such that if

λh ∈ Σ then all solutions of (1.1) are non-degenerate. Thus, all of them have

multiplicity one and depend differentially on h.
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3. Some examples

Proposition 3.1. For the repulsive case, if Im(H) is contained in a line

then equation (1.3) has no solution for any ε > 0.

Proof. Let us take coordinates (x, y) ∈ R × Rn−1. We may assume that

the y coordinate of H is zero, that is H(t) = (H1(t), 0).

Let z(t) = (x(t), y(t)) be a solution. Multiply y′′ by y and integrate, then

−
∫ 1

0

|y′(t)|2 dt =

∫ 1

0

〈y(t), y′′(t)〉 dt =

∫ 1

0

〈
y(t),

εy(t)

|z(t)−H(t)|q+1

〉
dt ≥ 0,

so y ≡ 0. Now, as z lies in the same line as H, we have H1 > x or H1 < x

for all t so either x′′ is positive or negative. This contradicts the fact that z is

periodic. �

Example 3.2. In Theorem 1.1, the existence of bounded connected compo-

nents of R2 \ Im(H) is not necessary to deduce the existence of solutions.

Indeed, take Hl(t) = eil sin(t). The curve Hl ⊆ R2 is degenerate for l < π, in

the sense that R2 \ Im(Hl) has no bounded connected components.

For l = π, we may construct an open set Ω∗ with deg(F,Ω∗, 0) = 1, where F

is the function defined in (1.6). Using the continuity of the Brouwer degree, we

deduce that deg(F,Ω, 0) = 1 for some l < π close to π. This provides a periodic

solution of (1.1), although R2 \ Im(Hl) has no bounded connected components.

Theorem 3.3. Assume that Im(H) is not contained in a line. Then, for

λ sufficiently large, there exists a solution of the repulsive problem for some

re-parameterization of H.

Proof. Take sε : I → I such that sε is C1 and increasing for ε > 0, and s0
is piecewise constant, s0([0, a]) = t0, s0((a, 1]) = t1. Define Hε(t) = H(sε(t)).

It is easy to see that F has one non-degenerate zero x0 of index −1. Choosing

a, t0, t1 appropriately we can ensure that x0 is not in Im(H) (here we use the

fact that Im(H) is not contained in a line) and we take a small neighborhood

U of x0 not touching H. We obtain a zero x1 ∈ U of F for small values of

ε as a non-degenerate zero of index −1, which is isolated by U . This point is

continued to a small solution of (1.1) for λ large enough and such that

deg(F ,U ,−λH) = −1 where U = {x ∈ C2
per/ Im(x) ⊆ U}. �

4. Higher dimensions

The proof of Theorem 1.1, as well as its extension for the repulsive case given

by Theorem 2.1, can be carried out in dimension n > 2 without any modification,

as long as we can find open sets Ω ⊂ Rn \ Im(H) such that the degree over Ω

of the map F : Rn \ Im(H) → Rn defined in the introduction is well-defined
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and different from zero. In this section we shall construct open sets with this

property. Note, however, that for n > 2 the set Rn \ Im(H) does not split in

distinct connected components. When n = 3, the role of r shall be played by

a different invariant; for n > 3 we shall assume a more restrictive hypothesis.

If X is a topological space, we denote by H∗(X) (resp. H∗(X)) the singular

homology (resp. reduced homology) groups of X, with real coefficients.

4.1. Dimension 3. For convenience, let us define the function

G : Rn \ Im(H)→ R

given by

G(x) :=

∫ 1

0

g(x−H(t)) dt =

∫ 1

0

1

|x−H(t)|q−1
dt.

Theorem 4.1. Let r := dim(H1(R3 \ Im(H))). Then there exists an open

set Ω ⊆ R3 \ Im(H) such that deg(∇G,Ω, 0) ≥ r.

As a consequence of Theorem 4.1 and the proof of Theorem 2.1 we obtain

Corollary 4.2. If r > 0 then problem (1.1) admits a solution for λ > 0

large enough, and two solutions for the repulsive case.

Remark 4.3. In the case that Im(H) is contained in a plane P , it is easy to

see that H1(R3 \ Im(H)) ∼= H0(P \ Im(H)). Then r is the number of bounded

connected components of P \ Im(H). In this way, we recover Theorem 1.1,

although not in its full generality: indeed, the previous corollary allows to ensure

only the existence of one solution.

Our proof of Theorem 4.1 will require several lemmas; all of them are stated

in Rn. The following properties of G are proven in [6, Theorem 8].

Lemma 4.4. The function G is C∞ smooth in Rn \ Im(H). Moreover:

(a) The function G is sub-harmonic for q > n−1 and harmonic for q = n−1.

In particular, it has no local maxima in the interior of the domain of

definition. In consequence, if U ⊆ Rn is an open and bounded set such

that H ∩ U = ∅ then it attains its maximum at the boundary.

(b) If B is a large ball centered at the origin then −∇G is homotopic to the

identity in ∂B by a homotopy of non-vanishing vector fields.

Now some general lemmas:

Lemma 4.5. For n ≥ 3 the set Rn \ Im(H) is arcwise-connected.

Proof. It follows as an application of transversality. Indeed, if a smooth

curve γ joins two points not in Im(H), it can be homotoped with fixed end-points

in R3 to be transversal to H. Since the ranks of the differentials of two curves

sum at most 2, transversality in this case means γ and H are disjoint. �
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The following lemma is a particular case of [12, p. 296, Theorem 16] (Alexan-

der duality), dealing only with homology with real coefficients of smooth mani-

folds.

Lemma 4.6. Let U be an open set in Sn with smooth boundary. If k∗ and e∗
denote the reduced Betti numbers of U and Sn \U respectively, then ki = en−1−i.

For convenience, if U ⊂ Rn is open and bounded and φ : ∂U → Rn \ {0} is

continuous, we shall use the notation deg(φ, ∂U, 0) := deg(φ̂, U, 0) where φ̂ : U →
Rn is any continuous extension of φ.

Lemma 4.7 (Hopf, see [8, Satz VI]). Let U be an open bounded set in Rn with

smooth boundary and let n : ∂U → Rn be the outward-pointing unit normal vector

field. Then deg(n, ∂U, 0) = χ(U), where χ denotes the Euler characteristic.

Proof of Theorem 4.1. We will construct an open set U with the following

properties:

• ∂U is smooth.

• U ⊇ Im(H).

• G is constant and ∇G 6= 0 in ∂U .

• χ(U) ≤ 1− r where r := dim(H1(R3 \ Im(H))).

Once we have this set U , we may notice that −∇G is orthogonal to ∂U , so

clearly deg(−∇G, ∂U, 0) = deg(n, ∂U, 0) where n is the outward-pointing unit

normal vector field. From Lemma 4.7 we deduce that deg(−∇G, ∂U, 0) = χ(U) ≤
1 − r. Next, take a large ball B given by Lemma 4.4 (b) and observe that

deg(−∇G, ∂B, 0) = 1. Finally, since Im(H) ⊆ U , it follows that G is well-defined

in Ω = B \ U and deg(−∇G,Ω, 0) ≥ r.
Now we may construct U as follows. For convenience, we shall regard R3 as

embedded in S3, and call N ∈ S3 the north pole. We remark that the function

G can be extended continuously to N by setting G(N) = 0.

From the assumptions, there exist smooth curves γ1 . . . γr ∈ R3 \ Im(H) that

form a basis of H1(R3 \ Im(H)). By Lemma 4.5, each γi is connected to N

by another curve δi. Since G is continuous in
⋃
γi ∪ δi, it is bounded there by

a number α0. By Sard’s lemma, there exists a regular value α > α0.

Next, take V the connected component of {G < α} that contains N and let

U = V
c
. U and V are manifolds with common boundary in S3. Moreover, U

has a finite number of connected components that are disjoint manifolds with

boundary. Obviously Im(H) ⊆ U .

We claim that U is in fact connected. Indeed, let U ′ be a connected com-

ponent of U . Then U ′ ∩ Im(H) 6= ∅: otherwise, from Lemma 4.4 (a) we deduce

that G|U ′ attains its maximum at some x0 ∈ ∂U ′ ⊆ ∂U , so G(x0) = α. But also

G ≤ α in V , so x0 is a local maximum of G in R3 \ Im(H), a contradiction since
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α is a regular value. Moreover, Im(H) ⊆ U is connected, so we conclude that U

is connected. Since G = α in ∂U and G < α in
⋃
γi ∪ δi, it follows that γi ⊆ V

and that U is bounded.

Now observe that the inclusion H1(V ) → H1(R3 \ Im(H)) induces a ho-

momorphism, which sends [γi]H1(V ) to the generators, so it is onto. Using the

notation of Lemma 4.6, we conclude that e1 = dim(H1(V )) ≥ r.
Using the Alexander duality (Lemma 4.6) and the fact that V is connected it

is seen that k2 = e0 = 0. Also, k0 = 0 because U is connected, and k1 = e1 ≥ r.
The Euler characteristic of U is χ(U) = 1 + k0 − k1 + k2 ≤ 1 − r, and this

completes the proof. �

4.2. Dimension n > 3. In this section we shall prove, for n > 3, the

existence of a set Ω as in the proof of Theorem 4.1.

Theorem 4.8. If H is an embedding then there exists an open set Ω such

that deg(−∇G,Ω, 0) = 1. Thus, equation (1.1) has a periodic solution for λ

large enough.

The following lemma is proven in [6, p. 62] for n = 3, q = 2 and the proof

carries out without further modifications.

Lemma 4.9. There is an arbitrarily small tubular neighbourhood U of Im(H)

which is transversal to the vector field ∇G.

Proof of Theorem 4.8. From Lemma 4.7, deg(−∇G, ∂U, 0) = χ(U) =

χ(S1) = 0, then taking Ω = B \ U , we have that deg(−∇G,Ω, 0) = 1. �

Remark 4.10. As the set of embeddings of S1 in Rn for n ≥ 3 is open in

the C1 topology and dense in the C∞ topology, Theorem 4.8 is a result about

the generic situation.

Remark 4.11. The preceding results can be generalized to the restricted

N -body problem, namely

(4.1)


z′′(t) = ∓ε

N−1∑
i=1

z(t)−Hi(t)

|z(t)−Hi(t)|q+1
,

z(0) = z(1),

z′(0) = z′(1),

for z : I → R3, where Hi : I → R3 are arbitrary periodic functions. This equation

describes the motion of a particle z under the force of gravitational attraction

of N − 1 bodies moving along large periodic trajectories Hi(t). Observe that N

stands for the number of bodies and not for the dimension, which is now 3.

Then taking K =
N−1⋃
i=1

Im(Hi) it can be seen using the technique presented

before for equation (1.3), that if r = dim(H1(R3 \K)) ≥ N − 1 then for ε > 0
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small enough, problem (4.1) has at least one periodic solution, and generically

at least r −N + 2 distinct solutions.
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