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#### Abstract

In this paper, a competitor-competitor-mutualist model with cross-diffusion is studied by means of the Leray-Schauder degree theory and global bifurcation theory. The conditions for the existence and multiplicity of positive solutions are established.


## 1. Introduction

The competitor-competitor-mutualist model is the following ODE system:

$$
\left\{\begin{array}{llrl}
\frac{d u_{1}}{d t}=\alpha u_{1}\left(1-\frac{u_{1}}{K_{1}}-\frac{\delta u_{2}}{1+m u_{3}}\right), & & t>0  \tag{1.1}\\
\frac{d u_{2}}{d t}=\beta u_{2}\left(1-\frac{u_{2}}{K_{2}}-\eta u_{1}\right), & & t>0 \\
\frac{d u_{3}}{d t}=\gamma u_{3}\left(1-\frac{u_{3}}{L_{0}+l u_{1}}\right), & & t>0
\end{array}\right.
$$

where $u_{1}, u_{2}$ and $u_{3}$ represent the population densities of two competitors and a mutualist. Model (1.1) was proposed and studied by Rai et al. in [17], where the explanations of the ecological background of this model can be found as well.

[^0]Zheng [24] introduced diffusion to (1.1) to get the following reaction-diffusion system:

$$
\begin{cases}\frac{\partial u_{1}}{\partial t}-d_{1} \Delta u_{1}=\alpha u_{1}\left(1-\frac{u_{1}}{K_{1}}-\frac{\delta u_{2}}{1+m u_{3}}\right), & x \in \Omega, t>0  \tag{1.2}\\ \frac{\partial u_{2}}{\partial t}-d_{2} \Delta u_{2}=\beta u_{2}\left(1-\frac{u_{2}}{K_{2}}-\eta u_{1}\right), & x \in \Omega, t>0 \\ \frac{\partial u_{3}}{\partial t}-d_{3} \Delta u_{3}=\gamma u_{3}\left(1-\frac{u_{3}}{L_{0}+l u_{1}}\right), & x \in \Omega, t>0 \\ \frac{\partial u_{i}}{\partial \nu}(x, t)=0 \text { o } \mathrm{r} u_{i}(x, t)=0, i=1,2,3, & x \in \partial \Omega, t>0 \\ u_{i}(x, 0)=u_{i 0}(x), i=1,2,3, & x \in \Omega\end{cases}
$$

where $\Omega$ is a bounded domain in $\mathbb{R}^{N}$ ( $N \geq 1$ is an integer) with smooth boundary $\partial \Omega, \partial / \partial \nu$ is the outward normal derivative on $\partial \Omega$. The homogeneous Neumann boundary $\left.\frac{\partial u_{i}}{\partial \nu}\right|_{\partial \Omega \times(0, \infty)}=0$ means there is no migration of all species across the boundary of their habitat. While the homogeneous Dirichlet boundary condition $\left.u_{i}\right|_{\partial \Omega \times(0, \infty)}=0$ can be considered as such a condition under which neither of the three species can exist on the boundary. The positive constants $d_{1}, d_{2}$ and $d_{3}$ are called diffusion coefficients, the initial data $u_{i 0}$ are nonnegative continuous functions. Zheng discussed the stability of nonnegative constant solutions of (1.2) with Neumann boundary and the existence and stabilities of trivial and nontrivial nonnegative equilibrium solutions with Dirichlet boundary.

The steady-states of (1.2) with Dirichlet boundary were studied by Chen and Wang in [5], and Hei in [12], and the conditions for the existence of coexistence states and the corresponding parameter regions were established by. While the steady-states of (1.2) with Neumann boundary were investigated by Cheng and Wang in [4], and Xu in [22], and the global stability of the unique positive constant steady-state and the existence and non-existence of non-constant positive steady-state were established.

Taking into account the inter-specific population pressure between two competitors, Chen and Peng [3] introduced a cross-diffusion into (1.2) and considered the following elliptic system after scaling:

$$
\begin{cases}-d_{1} \Delta u_{1}=u_{1}\left(1-u_{1}-\frac{\sigma u_{2}}{1+u_{3}}\right), & x \in \Omega  \tag{1.3}\\ -d_{2} \Delta\left[\left(1+d_{4} u_{1}\right) u_{2}\right]=u_{2}\left(1-u_{2}-u_{1}\right), & x \in \Omega \\ -d_{3} \Delta u_{3}=u_{3}\left(1-\frac{u_{3}}{1+u_{1}}\right), & x \in \Omega \\ \frac{\partial u_{i}}{\partial \nu}(x)=0, i=1,2,3, & x \in \partial \Omega\end{cases}
$$

System (1.3) is a quasi-linear elliptic system and the term $d_{4} u_{1} u_{2}$ is called the cross-diffusion term. The existence and non-existence results concerning nonconstant positive steady-states were proved in that paper.

Based on the above consideration, a natural question is how about the stationary patterns of (1.2) with cross-diffusion and Dirichlet boundary. In this paper, we will investigate this problem. After scaling, we consider the following problem:

$$
\begin{cases}-\Delta u=u\left(a-u-\frac{r v}{1+m w}\right), & x \in \Omega  \tag{1.4}\\ -\Delta[(1+\kappa u) v]=v(b-v+d u), & x \in \Omega \\ -\Delta w=w\left(c-\frac{w}{1+n u}\right), & x \in \Omega \\ u=v=w=0, & x \in \partial \Omega\end{cases}
$$

where $\Omega$ is a bounded domain in $\mathbb{R}^{N}$ with smooth boundary $\partial \Omega, N \geq 1$ is an integer. The parameters $a, c, d, r, m, n$ are positive, $b \in \mathbb{R}$, and $\kappa$ is nonnegative.

Analysis of the existence and multiplicity of positive solutions to (1.4) is the main goal of this paper. Positive solutions here refer to those solutions being component-wise strictly positive in $\Omega$. Our method is based on the bifurcation theory and the Leray-Schauder degree theory.

The rest of this paper is organized as follows. In Section 2, we give some preliminary results that are needed in later discussions. In Section 3, we obtain sufficient conditions for the existence of positive solutions to (1.4). In Section 4, we give some multiplicity results about the positive solutions to (1.4).

## 2. Preliminaries

In this section we list some notation, definitions and well-known facts which will be used in the sequel. We use $\|\cdot\|_{X}$ as the norm of Banach space $X,\langle\cdot, \cdot\rangle$ as the duality pair of a Banach space $X$ and its dual space $X^{*}$. For a linear operator $L$, we use $\mathcal{N}(L)$ as the null space of $L$ and $\mathcal{R}(L)$ as the range space of $L$, and we use $L[w]$ to denote the image of $w$ under the linear mapping $L$. For a multilinear operator $L$, we use $L\left[w_{1}, \ldots, w_{k}\right]$ to denote the image of $\left(w_{1}, \ldots, w_{k}\right)$ under $L$, and when $w_{1}=\ldots=w_{k}$, we use $L\left[w_{1}\right]^{k}$ instead of $L\left[w_{1}, \ldots, w_{1}\right]$. For a nonlinear operator $F$, we use $F_{u}$ as the partial derivative of $F$ with respect to the argument $u$.

First we recall some well-known abstract bifurcation theorems. Consider an abstract equation

$$
F(\lambda, u)=0
$$

where $F: \mathbb{R} \times X \rightarrow Y$ is a nonlinear differential mapping, and $X, Y$ are Banach spaces such that $X$ is continuously embedded in $Y$. The following bifurcation and stability theorems were obtained in [6], [7], [16] (see also [19], [20]).

Theorem 2.1. Let $U$ be a neighbourhood of $\left(\lambda_{0}, u_{0}\right)$ in $\mathbb{R} \times X$, and $F: U \rightarrow Y$ be a twice continuously differentiable mapping. Assume that $F\left(\lambda, u_{0}\right)=0$ for all $\left(\lambda, u_{0}\right) \in U$. At $\left(\lambda_{0}, u_{0}\right), F$ satisfies

$$
\operatorname{dim} \mathcal{N}\left(F_{u}\left(\lambda_{0}, u_{0}\right)\right)=\operatorname{codim} \mathcal{R}\left(F_{u}\left(\lambda_{0}, u_{0}\right)\right)=1
$$

and

$$
F_{\lambda u}\left(\lambda_{0}, u_{0}\right)\left[w_{0}\right] \notin \mathcal{R}\left(F_{u}\left(\lambda_{0}, u_{0}\right)\right)
$$

Here $\mathcal{N}\left(F_{u}\left(\lambda_{0}, u_{0}\right)\right)=\operatorname{span}\left\{w_{0}\right\}$. Let $Z$ be the complement of $\operatorname{span}\left\{w_{0}\right\}$ in $X$. Then the solution set of $F(\lambda, u)=0$ near $\left(\lambda_{0}, u_{0}\right)$ consists precisely of the curves $u=u_{0}$ and $\Gamma:=\{(\lambda(s), u(s)): s \in I=(-\varepsilon, \varepsilon)\}$, where $\lambda: I \rightarrow \mathbb{R}, z: I \rightarrow Z$ are $C^{1}$ functions such that $u(s)=u_{0}+s w_{0}+s z(s), \lambda(0)=\lambda_{0}, z(0)=0$, and

$$
\lambda^{\prime}(0)=-\frac{\left\langle\ell, F_{u u}\left(\lambda_{0}, u_{0}\right)\left[w_{0}, w_{0}\right]\right\rangle}{2\left\langle\ell, F_{\lambda u}\left(\lambda_{0}, u_{0}\right)\left[w_{0}\right]\right\rangle},
$$

where $\ell \in Y^{*}$ satisfies $\mathcal{R}\left(F_{u}\left(\lambda_{0}, u_{0}\right)\right)=\{\phi \in Y:\langle\ell, \phi\rangle=0\}$. Moreover, if in addition, $F_{u}(\lambda, u)$ is a Fredholm operator for all $(\lambda, u) \in U$, then the bifurcation curve $\Gamma$ is contained in $\Sigma$, which is a connected component of $\bar{S}$, where $\bar{S}:=$ $\left\{(\lambda, u) \in U: F(\lambda, u)=0, u \neq u_{0}\right\}$; and either $\Sigma$ is not compact in $U$, or $\Sigma$ contains a point $\left(\lambda_{*}, u_{0}\right)$ with $\lambda_{*} \neq \lambda_{0}$.

Theorem 2.2. Assume that all assumptions in Theorem 2.1 are satisfied, and let $\{\lambda(t), u(t)\}$ be the solution curve in Theorem 2.1. Then there exist $C^{2}$ functions $m:\left(\lambda_{0}-\varepsilon, \lambda_{0}+\varepsilon\right) \rightarrow \mathbb{R}, z:\left(\lambda_{0}-\varepsilon, \lambda_{0}+\varepsilon\right) \rightarrow X, \mu:(-\delta, \delta) \rightarrow \mathbb{R}$, and $w:(-\delta, \delta) \rightarrow X$ such that

$$
\begin{aligned}
F_{u}\left(\lambda, u_{0}\right) z(\lambda) & =m(\lambda) z(\lambda), & & \lambda \in\left(\lambda_{0}-\varepsilon, \lambda_{0}+\varepsilon\right), \\
F_{u}(\lambda(t), u(t)) w(t) & =\mu(t) w(t), & & t \in(-\delta, \delta),
\end{aligned}
$$

where $m\left(\lambda_{0}\right)=\mu(0)=0, z\left(\lambda_{0}\right)=w(0)=w_{0}$. Moreover, near $t=0$ the functions $\mu(t)$ and $-t \lambda^{\prime}(t) m^{\prime}\left(\lambda_{0}\right)$ have the same zeros and, whenever $\mu(t) \neq 0$, the same sign. More precisely,

$$
\lim _{t \rightarrow 0} \frac{-t \lambda^{\prime}(t) m^{\prime}\left(\lambda_{0}\right)}{\mu(t)}=1
$$

For each $q(x) \in C(\bar{\Omega})$, the eigenvalues of

$$
-\Delta u+q u=\lambda u, \quad x \in \Omega, \quad u=0, \quad x \in \partial \Omega,
$$

are denoted by $\lambda_{i}(q), i=1,2, \ldots$ Then $\lambda_{1}(q)<\lambda_{2}(q) \leq \ldots$ and $\lim _{i \rightarrow \infty} \lambda_{i}(q)=\infty$. It is well known that $\lambda_{i}(q)$ is strictly increasing in the sense that $q_{1}(x) \leq q_{2}(x)$ and $q_{1}(x) \not \equiv q_{2}(x)$ implies $\lambda_{i}\left(q_{1}\right)<\lambda_{i}\left(q_{2}\right)$. Moreover, the eigenfunction corresponding to $\lambda_{1}(q)$ can be chosen positive in $\Omega$. We denote $\lambda_{i}(0)$ by $\lambda_{i}$ and let
$\phi_{1}(x)$ be the eigenfunction corresponding to $\lambda_{1}$ with normalization $\left\|\phi_{1}\right\|_{L^{2}(\Omega)}=1$ (see [23, Proposition 1.1]).

Now we give two results for comparison of eigenvalues (see [1], [9], [14], [21]).
Theorem 2.3. Let $q \in C(\bar{\Omega})$ and $M$ be a sufficiently large number such that $M>q(x)$ for all $x \in \bar{\Omega}$, define a positive and compact operator

$$
\mathfrak{L}:=(-\Delta+M)^{-1}(M-q(x)): C_{0}(\bar{\Omega}) \rightarrow C_{0}(\bar{\Omega}),
$$

where $C_{0}(\bar{\Omega}):\{\varphi \in C(\bar{\Omega}): \varphi=0$ on $\partial \Omega\}$. Denote the spectral radius of $\mathfrak{L}$ by $r(\mathfrak{L})$. Then we have:
(a) $\lambda_{1}(q)>0$ if and only if $r(\mathfrak{L})<1$;
(b) $\lambda_{1}(q)<0$ if and only if $r(\mathfrak{L})>1$;
(c) $\lambda_{1}(q)=0$ if and only if $r(\mathfrak{L})=1$.

Theorem 2.4. Let $q(x) \in C(\bar{\Omega})$ and $\phi \in C(\bar{\Omega}) \cap C^{2}(\Omega)$ such that $\phi \geq 0$, $\phi \not \equiv 0$ in $\Omega$, and $\phi=0$ on $\partial \Omega$. Then:
(a) $\lambda_{1}(q)<0$ if $0 \not \equiv-\Delta \phi+q(x) \phi \leq 0$;
(b) $\lambda_{1}(q)=0$ if $-\Delta \phi+q(x) \phi \equiv 0$;
(c) $\lambda_{1}(q)>0$ if $0 \not \equiv-\Delta \phi+q(x) \phi \geq 0$.

Consider the following single equation:

$$
\begin{equation*}
-\Delta u=u f(x, u), \quad x \in \Omega, \quad u=0, \quad x \in \partial \Omega \tag{2.1}
\end{equation*}
$$

where $f: \bar{\Omega} \times[0, \infty) \mapsto \mathbb{R}$ satisfies:
(1) $f(x, u)$ is a $C^{\alpha}$-function in $x$, where $0<\alpha<1$;
(2) $f(x, u)$ is a $C^{1}$-function in $u$ with $f_{u}(x, u)<0$ for all $(x, u) \in \bar{\Omega} \times[0, \infty)$;
(3) $f(x, u) \leq 0$ in $\bar{\Omega} \times[C, \infty)$ for some positive constant $C$.

Theorem 2.5 (see [2], [15]). Under assumptions (1)-(3). The following conclusions hold:
(a) The nonnegative solution $u$ of (2.1) satisfies $u(x) \leq C$ for all $x \in \bar{\Omega}$.
(b) If $\lambda_{1}(-f(x, 0)) \geq 0$, then (2.1) has no positive solutions. Moreover, the trivial solution $u=0$ is globally asymptotically stable.
(c) If $\lambda_{1}(-f(x, 0))<0$, then (2.1) has a unique positive solution which is globally asymptotically stable. In this case, the trivial solution $u=0$ is unstable.

Due to the above theorem, we denote by $\theta_{a}$ the unique positive solution of the following problem:

$$
-\Delta u=u(a-u), \quad x \in \Omega, \quad u=0, \quad x \in \partial \Omega
$$

under the assumption $a>\lambda_{1}$. It is well known that the mapping $a \mapsto \theta_{a}$ is strictly increasing, continuously differentiable on $\left(\lambda_{1}, \infty\right)$, and $\theta_{a} \rightarrow 0$ uniformly on $\bar{\Omega}$ as $a \rightarrow \lambda_{1}$. Moreover, $0<\theta_{a}<a$ in $\Omega$.

Now, let us recall a result of the fixed point index theory, which is a fundamental tool in our proofs.

Let $E$ be a Banach space and $\mathcal{W} \subset E$ be a closed convex set. The set $\mathcal{W}$ is called a total wedge if $\gamma \mathcal{W} \subset \mathcal{W}$ for all $\gamma \geq 0$ and $\overline{\mathcal{W}-\mathcal{W}}=E$. For $y \in \mathcal{W}$, define $\mathcal{W}_{y}=\{x \in E: y+\gamma x \in \mathcal{W}$ for some $\gamma>0\}$ and $S_{y}=\left\{x \in \overline{\mathcal{W}}_{y}\right.$ : $\left.-x \in \overline{\mathcal{W}}_{y}\right\}$. Then $\overline{\mathcal{W}}_{y}$ is a wedge containing $\mathcal{W}, y,-y$, while $S_{y}$ is a closed subset of $E$ containing $y$. Let $T$ be a compact linear operator on $E$ which satisfies $T\left(\overline{\mathcal{W}}_{y}\right) \subset \overline{\mathcal{W}}_{y}$. We say that $T$ has property $\mathfrak{a}$ on $\overline{\mathcal{W}}_{y}$ if there are $t \in(0,1)$ and $\omega \in \overline{\mathcal{W}}_{y} \backslash S_{y}$ such that $(I-t T) \omega \in S_{y}$. Let $A: \mathcal{W} \rightarrow \mathcal{W}$ be a compact operator with a fixed point $y \in \mathcal{W}$ and $A$ be Fréchet differentiable at $y$. Let $\mathcal{B}=A^{\prime}(y)$ be the Fréchet derivative of $A$ at $y$. Then $\mathcal{B}$ maps $\overline{\mathcal{W}}_{y}$ into itself. We denote by $\operatorname{deg}_{\mathcal{W}}(I-A, D)$ the degree of $I-A$ in $D$ relative to $\mathcal{W}$, by $\operatorname{index}_{\mathcal{W}}(A, y)$ the fixed point index of $A$ at $y$ relative to $\mathcal{W}$.

Theorem 2.6 (see [8], [14], [18]). Assume that $I-\mathcal{B}$ has no non-trivial kernel in $\overline{\mathcal{W}}_{y}$. Then:
(a) If $\mathcal{B}$ has property $\mathfrak{a}$ on $\overline{\mathcal{W}}_{y}$, then $\operatorname{index}_{\mathcal{W}}(A, y)=0$.
(b) If $\mathcal{B}$ does not have property $\mathfrak{a}$ on $\overline{\mathcal{W}}_{y}$, then $\operatorname{index}_{\mathcal{W}}(A, y)=(-1)^{\sigma}$, where $\sigma$ is the sum of multiplicities of all eigenvalues of $\mathcal{B}$ which is greater than 1.

Finally, we recall a result of Dancer and Du in [10]. Suppose $E_{1}$ and $E_{2}$ are ordered Banach spaces with positive cones $\mathcal{W}_{1}$ and $\mathcal{W}_{2}$, respectively. Let $E=E_{1} \oplus E_{2}$ and $\mathcal{W}=\mathcal{W}_{1} \oplus \mathcal{W}_{2}$. Then $E$ is an ordered Banach space with positive cone $\mathcal{W}$. Let $D$ be an open set in $\mathcal{W}$ containing 0 and $A_{i}: \bar{D} \rightarrow \mathcal{W}_{i}$ be completely continuous operators, $i=1,2$. Denote by $(u, v)$ a general element in $\mathcal{W}$ with $u \in \mathcal{W}_{1}$ and $v \in \mathcal{W}_{2}$. Let $A: \bar{D} \rightarrow \mathcal{W}$ be defined by $A(u, v)=$ $\left(A_{1}(u, v), A_{2}(u, v)\right)$. Also we define $\mathcal{W}_{2}(\varepsilon)=\left\{v \in \mathcal{W}_{2}:\|v\|_{E_{2}}<\varepsilon\right\}$.

Theorem 2.7. Suppose $\widetilde{U} \subset \mathcal{W}_{1} \cap D$ is relatively open and bounded, and $A_{1}(u, 0) \neq u$ for $u \in \partial \widetilde{U}, A_{2}(u, 0) \equiv 0$ for $u \in \widetilde{\widetilde{U}}$. Suppose $A_{2}: D \rightarrow \mathcal{W}_{2}$ extends to a continuously differentiable mapping of a neighbourhood of $D$ into $E_{2}, \mathcal{W}_{2}-\mathcal{W}_{2}$ is dense in $E_{2}$ and $\Phi=\left\{u \in U: u=A_{1}(u, 0)\right\}$. Then the following conclusions are true:
(a) $\operatorname{deg}_{\mathcal{W}}\left(I-A, \widetilde{U} \times \mathcal{W}_{2}(\varepsilon), 0\right)=0$ for $\varepsilon>0$ small, if for any $u \in \Phi$, the spectral radius $r\left(A_{2}^{\prime}(u, 0) \mid \mathcal{W}_{2}\right)>1$ and 1 is not an eigenvalue of $\left.A_{2}^{\prime}(u, 0)\right|_{\mathcal{W}_{2}}$ corresponding to a positive eigenvector;
(b) $\operatorname{deg}_{\mathcal{W}}\left(I-A, \widetilde{U} \times \mathcal{W}_{2}(\varepsilon), 0\right)=\operatorname{deg}_{\mathcal{W}_{1}}\left(I-\left.A_{1}\right|_{\mathcal{W}_{1}}, \widetilde{U}, 0\right)$ for $\varepsilon>0$ small, if for any $u \in \Phi$, the spectral radius $r\left(A_{2}^{\prime}(u, 0) \mid \mathcal{W}_{2}\right)<1$.

## 3. Existence of positive solutions

In this section, we will derive some sufficient conditions for the existence of positive solutions to (1.4). For (1.4), only nonnegative solutions are of practical interest. Obviously, (1.4) has a trivial nonnegative solution $(0,0,0)$. As in [10], [11], the other nonnegative solutions of (1.4) can be classified by three types:
(1) nonnegative solutions with exactly two components identically zero;
(2) nonnegative solutions with exactly one component identically zero;
(3) nonnegative solutions with no component identically zero.

We call solutions of types 1-3 weakly semi-trivial solutions, strongly semi-trivial solutions and positive solutions, respectively. It is obvious that (1.4) has weakly semi-trivial solutions $\left(\theta_{a}, 0,0\right)$ if and only if $a>\lambda_{1},\left(0, \theta_{b}, 0\right)$ if and only if $b>\lambda_{1}$, $\left(0,0, \theta_{c}\right)$ if and only if $c>\lambda_{1}$.

Next, we analyze the strong semi-trivial solutions of (1.4). When $u=0$, (1.4) has a strongly semi-trivial solution $\left(0, \theta_{b}, \theta_{c}\right)$ if and only if $b, c>\lambda_{1}$.

When $v=0$, by virtue of Theorem $2.5,(1.4)$ has a strong semi-trivial solution $\left(\theta_{a}, 0, \theta_{(a, c)}\right)$ if and only if $a, c>\lambda_{1}$, where $\theta_{(a, c)}$ is the unique positive solution of the problem

$$
\begin{equation*}
-\Delta w=w\left(c-\frac{w}{1+n \theta_{a}}\right), \quad x \in \Omega, \quad w=0, \quad x \in \partial \Omega . \tag{3.1}
\end{equation*}
$$

If $w=0,(1.4)$ degenerates to

$$
\begin{cases}-\Delta u=u(a-u-r v), & x \in \Omega  \tag{3.2}\\ -\Delta[(1+\kappa u) v]=v(b-v+d u), & x \in \Omega \\ u=v=0, & x \in \partial \Omega\end{cases}
$$

Then it follows from [23, Theorem 3.1] that (3.2) admits one positive solution if one of the following conditions holds true:
$\left(\mathrm{C}_{1}\right) \lambda_{1}\left(-\frac{b+d \theta_{a}}{1+\kappa \theta_{a}}\right)<0$ and $a>\left\{\begin{array}{ll}\lambda_{1}\left(r \theta_{b}\right), & \text { if } b>\lambda_{1} ; \\ \lambda_{1}, & \text { if } b \leq \lambda_{1}\end{array}\right.$.
$\left(\mathrm{C}_{2}\right) \lambda_{1}\left(-\frac{b+d \theta_{a}}{1+\kappa \theta_{a}}\right)>0, b>\lambda_{1}$, and $\lambda_{1}<a<\lambda_{1}\left(r \theta_{b}\right)$.
So, (1.4) has a strongly semi-trivial solution $(\bar{u}, \bar{v}, 0)$ if $\left(\mathrm{C}_{1}\right)$ or $\left(\mathrm{C}_{2}\right)$ holds, where $(\bar{u}, \bar{v})$ is a positive solution of (3.2).

By using the transformation $z=(1+\kappa u) v$, i.e.

$$
\begin{equation*}
v=z /(1+\kappa u) \tag{3.3}
\end{equation*}
$$

(1.4) can be rewritten as follows:

$$
\begin{cases}-\Delta u=F(u, z, w):=u\left(a-u-\frac{r z}{(1+\kappa u)(1+m w)}\right), & x \in \Omega  \tag{3.4}\\ -\Delta z=G(u, z, w):=\frac{z}{1+\kappa u}\left(b+d u-\frac{z}{1+\kappa u}\right), & x \in \Omega \\ -\Delta w=H(u, z, w):=w\left(c-\frac{w}{1+n u}\right), & x \in \Omega \\ u=z=w=0, & x \in \partial \Omega\end{cases}
$$

It is obvious that (1.4) has a positive solution if and only if (3.4) has a positive solution. So, we will study the existence of positive solutions of (1.4) through (3.4). Let $(u, z, w)$ be a positive solution of (3.4), then $u<a$ and

$$
\begin{cases}-\Delta u<a u,  \tag{3.5}\\ -\Delta z<\frac{b+d u}{1+\kappa u} z \leq \begin{cases}\frac{b+a d}{1+a \kappa} z, & d>\kappa b ; \\ b z, & d \leq \kappa b,\end{cases} \\ -\Delta \in \Omega \\ -\Delta w<c w, & x \in \Omega \\ u=z=w=0, & x \in \partial \Omega\end{cases}
$$

and it follows from the Krein-Rutman theorem that

$$
a, c>\lambda_{1}, \quad b>b_{*}:= \begin{cases}\lambda_{1}(1+a \kappa)-a d, & d>\kappa b ;  \tag{H}\\ \lambda_{1}, & d \leq \kappa b .\end{cases}
$$

Since we are interested in positive solutions, we assume that (H) holds throughout this section.

By the maximum principle, one can get that any nonnegative solution $(u, z, w)$ of (3.4) satisfies
(3.6) $u(x)<a, z(x)<M_{1}:=(b+a d)(1+\kappa a), w(x)<M_{2}:=c(1+n a), x \in \bar{\Omega}$.

In order to use the functional analytic framework of the degree theory, we introduce

- $E:=C_{0}(\bar{\Omega}) \times C_{0}(\bar{\Omega}) \times C_{0}(\bar{\Omega})$, where $C_{0}(\bar{\Omega}):=\{\varphi \in C(\bar{\Omega}): \varphi=0$ on $\partial \Omega\} ;$
- $\mathcal{W}:=K \times K \times K$, where $K:=\left\{\varphi \in C_{0}(\bar{\Omega}): \varphi \geq 0\right.$ on $\left.\bar{\Omega}\right\}$;
- $D:=\left\{(u, z, w) \in \mathcal{W}: u<a, z<M_{1}, w<M_{2}\right.$ on $\left.\bar{\Omega}\right\}$, where $M_{1}$ and $M_{2}$ are defined in (3.6).
Then $\mathcal{W}$ is a cone of $E$ and $D$ is a bounded open set in $\mathcal{W}$. For any $\tau \in[0,1]$, we define $\mathcal{A}_{\tau}: \bar{D} \mapsto \mathcal{W}$ by

$$
\mathcal{A}_{\tau}(u, z, w)=(-\Delta+M)^{-1}\left(\begin{array}{c}
\tau F+M u \\
\tau G+M z \\
\tau H+M w
\end{array}\right)
$$

where $M$ is a sufficiently large constant with $M>\max \left\{r M_{1}, M_{1}, M_{2}\right\}$.

It follows from the standard elliptic regularity theory that $\mathcal{A}_{\tau}$ is a completely continuous operator. Moreover, $\mathcal{A}_{\tau}$ has no fixed point on $\partial D$. Let $\mathcal{A}=\mathcal{A}_{1}$. Then $(u, z, w)$ is a solution of (3.4) in $\mathcal{W}$ if and only if it is a fixed point of $\mathcal{A}$ in $D$.

Now we start to calculate the indices of the trivial and semi-trivial fixed points of $\mathcal{A}$. It follows from the relationship between $v$ and $z$ that
(1) $\mathcal{A}$ has a trivial fixed point $(0,0,0)$;
(2) $\mathcal{A}$ has a weak semi-trivial fixed point $\left(\theta_{a}, 0,0\right)$ if and only if $a>\lambda_{1}$;
(3) $\mathcal{A}$ has a weak semi-trivial fixed point $\left(0, \theta_{b}, 0\right)$ if and only if $b>\lambda_{1}$;
(4) $\mathcal{A}$ has a weak semi-trivial fixed point $\left(0,0, \theta_{c}\right)$ if and only if $c>\lambda_{1}$;
(5) $\mathcal{A}$ has a strong semi-trivial fixed point $\left(0, \theta_{b}, \theta_{c}\right)$ if and only if $b, c>\lambda_{1}$;
(6) $\mathcal{A}$ has a strong semi-trivial fixed point $\left(\theta_{a}, 0, \theta_{(a, c)}\right)$ if and only if $a, c>$ $\lambda_{1}$, where $\theta_{(a, c)}$ is defined in (3.1);
(7) $\mathcal{A}$ has a strong semi-trivial fixed point $(\bar{u},(1+\kappa \bar{u}) \bar{v}, 0)$ if $\left(\mathrm{C}_{1}\right)$ or $\left(\mathrm{C}_{2}\right)$ holds, where $(\bar{u}, \bar{v})$ is a positive solution of (3.2).

Lemma 3.1. Assume $a, c>\lambda_{1}$ and $b \neq \lambda_{1}$. Then:
(a) $\operatorname{deg}_{\mathcal{W}}(I-\mathcal{A}, D)=1$,
(b) $\operatorname{index}_{\mathcal{W}}(\mathcal{A},(0,0,0))=0$.

Proof. By homotopic invariance of the degree and as $(0,0,0)$ is the only fixed point of $A_{0}$ in $D$, we obtain

$$
\operatorname{deg}_{\mathcal{W}}(I-\mathcal{A}, D)=\operatorname{deg}_{\mathcal{W}}\left(I-\mathcal{A}_{0}, D\right)=\operatorname{index}_{\mathcal{W}}\left(A_{0},(0,0,0)\right)
$$

It is obvious that $\operatorname{index}_{\mathcal{W}}\left(A_{0},(0,0,0)\right)=1$ and the first conclusion holds.
For the second result. We let $y=(0,0,0)$ and $\mathcal{B}=\mathcal{A}^{\prime}(0,0,0)$, then $\overline{\mathcal{W}}_{y}=\overline{\mathcal{W}}$, $S_{y}=\{(0,0,0)\}$, and

$$
\mathcal{B}=(-\Delta+M)^{-1}\left(\begin{array}{ccc}
M+a & 0 & 0 \\
0 & M+b & 0 \\
0 & 0 & M+c
\end{array}\right)
$$

Since $a, c>\lambda_{1}$ and $b \neq \lambda_{1}$, it is easy to see that $I-\mathcal{B}$ has no non-trivial kernel in $\overline{\mathcal{W}}_{y}$, and $r_{a}:=r\left((-\Delta+M)^{-1}(M+a)\right)>1$, by Theorems 2.3 and 2.4. Furthermore, $r_{a}$ is the principal eigenvalue of the operator $(-\Delta+M)^{-1}(M+a)$ with a corresponding eigenfunction $\phi_{a}>0$ and $\left.\phi_{a}\right|_{\partial \Omega}=0$. Set $t_{a}=1 / r_{a} \in(0,1)$, then $\left(\phi_{a}, 0,0\right) \in \overline{\mathcal{W}}_{y} \backslash S_{y}$, but $\left(I-t_{a} \mathcal{B}\right)\left(\phi_{a}, 0,0\right)=(0,0,0) \in S_{y}$. This shows that $\mathcal{B}$ has property $\mathfrak{a}$, and the second conclusion follows from Theorem 2.6.

Lemma 3.2. Assume $a, c>\lambda_{1}$. Then we have $\operatorname{index}_{\mathcal{W}}\left(\mathcal{A},\left(\theta_{a}, 0,0\right)\right)=0$ if $\lambda_{1}\left(-\frac{b+d \theta_{a}}{1+\kappa \theta_{a}}\right) \neq 0$; $\operatorname{index}_{\mathcal{W}}\left(\mathcal{A},\left(0, \theta_{b}, 0\right)\right)=0$ if $b>\lambda_{1}$ and $a \neq \lambda_{1}\left(r \theta_{b}\right)$; $\operatorname{index}_{\mathcal{W}}\left(\mathcal{A},\left(0,0, \theta_{c}\right)=0\right.$ if $b \neq \lambda_{1}$.

Proof. We only prove that $\operatorname{index}_{\mathcal{W}}\left(\mathcal{A},\left(\theta_{a}, 0,0\right)\right)=0$ since the proofs of the other two are similar. Let $y=\left(\theta_{a}, 0,0\right)$. Then we have $\overline{\mathcal{W}}_{y}=C_{0}(\bar{\Omega}) \times K \times K$,
$S_{y}=C_{0}(\bar{\Omega}) \times\{0\} \times\{0\}$. Let $\mathcal{B}=\mathcal{A}^{\prime}\left(\theta_{a}, 0,0\right)$, then

$$
\mathcal{B}=(-\Delta+M)^{-1}\left(\begin{array}{ccc}
M+a-2 \theta_{a} & -\frac{r \theta_{a}}{1+\kappa \theta_{a}} & 0 \\
0 & M+\frac{b+d \theta_{a}}{1+\kappa \theta_{a}} & 0 \\
0 & 0 & M+c
\end{array}\right)
$$

Let $\mathcal{B}(\xi, \eta, \zeta)=(\xi, \eta, \zeta)$ for some $(\xi, \eta, \zeta) \in \overline{\mathcal{W}}_{y}$. Since $b \neq g(a)$ and $c>\lambda_{1}$, $\eta=\zeta=0$, then $\xi=0$ as $\lambda_{1}\left(2 \theta_{a}-a\right)>\lambda_{1}\left(\theta_{a}-a\right)=0$. It follows from Theorems 2.3 and 2.4 that $r_{c}=(-\Delta+M)^{-1}(M+c)>1$. Then we can show that $\mathcal{B}$ has property $\mathfrak{a}$ by a similar argument as in the proof of Lemma 3.1, and the conclusion follows.

Lemma 3.3. The following conclusions hold true:
(a) Assume $b, c>\lambda_{1}$, then
(i) $\operatorname{index}_{\mathcal{W}}\left(\mathcal{A},\left(0, \theta_{b}, \theta_{c}\right)\right)=1$ if $a<\lambda_{1}\left(r \theta_{b} /\left(1+m \theta_{c}\right)\right)$;
(ii) $\operatorname{index}_{\mathcal{W}}\left(\mathcal{A},\left(0, \theta_{b}, \theta_{c}\right)\right)=0$ if $a>\lambda_{1}\left(r \theta_{b} /\left(1+m \theta_{c}\right)\right)$.
(b) Assume $a, c>\lambda_{1}$, then
(i) $\operatorname{index}_{\mathcal{W}}\left(\mathcal{A},\left(\theta_{a}, 0, \theta_{(a, c)}\right)\right)=1$ if $\lambda_{1}\left(-\left(b+d \theta_{a}\right) /\left(1+\kappa \theta_{a}\right)\right)>0$;
(ii) $\operatorname{index}_{\mathcal{W}}\left(\mathcal{A},\left(\theta_{a}, 0, \theta_{(a, c)}\right)\right)=0$ if $\lambda_{1}\left(-\left(b+d \theta_{a}\right) /\left(1+\kappa \theta_{a}\right)\right)<0$.
(c) Assume $c>\lambda_{1}$, then $\operatorname{index}_{\mathcal{W}}(\mathcal{A}, S)=0$, where $S=\emptyset$ or $S=\{(\bar{u},(1+$ $\kappa \bar{u}) \bar{v}, 0)\}$ with $(\bar{u}, \bar{v})$ a positive solution of (3.2).

Proof. (a) Let $y=\left(0, \theta_{b}, \theta_{c}\right)$. Then we have $\overline{\mathcal{W}}_{y}=K \times C_{0}(\bar{\Omega}) \times C_{0}(\bar{\Omega})$, $S_{y}=\{0\} \times C_{0}(\bar{\Omega}) \times C_{0}(\bar{\Omega})$. Let $\mathcal{B}=\mathcal{A}^{\prime}\left(0, \theta_{b}, \theta_{c}\right)$, then

$$
\mathcal{B}=(-\Delta+M)^{-1}\left(\begin{array}{ccc}
M+a-\frac{r \theta_{b}}{1+m \theta_{c}} & 0 & 0 \\
(d-\kappa b) \theta_{b} 2 \kappa \theta_{b}^{2} & M+b-2 \theta_{b} & 0 \\
n \theta_{c}^{2} & 0 & M+c-2 \theta_{c}
\end{array}\right) \text {. }
$$

Let $\mathcal{B}(\xi, \eta, \zeta)=(\xi, \eta, \zeta)$ for some $(\xi, \eta, \zeta) \in \overline{\mathcal{W}}_{y}$. Since $a \neq \lambda_{1}\left(r \theta_{b} /\left(1+m \theta_{c}\right)\right)$ and $\xi \in K, \xi=0$. Then $\eta=\zeta=0$ as $\lambda_{1}\left(2 \theta_{b}-b\right)>\lambda_{1}\left(\theta_{b}-b\right)=0$ and $\lambda_{1}\left(2 \theta_{c}-c\right)>\lambda_{1}\left(\theta_{c}-c\right)=0$.

Firstly, we prove conclusion (i). We claim that $\mathcal{B}$ does not have property $\mathfrak{a}$. On the contrary, suppose that $\mathcal{B}$ has property $\mathfrak{a}$. Then there exist $t \in(0,1)$ and $\left(\phi_{1}, \phi_{2}, \phi_{3}\right) \in \overline{\mathcal{W}}_{y} \backslash S_{y}$ such that $(I-t B)\left(\phi_{1}, \phi_{2}, \phi_{3}\right)^{T} \in S_{y}$. Since $S_{y}=$ $\{0\} \times C_{0}(\bar{\Omega}) \times C_{0}(\bar{\Omega}), \phi_{1} \neq 0$ must hold. Then

$$
r\left((-\Delta+M)^{-1}\left(M+a-\frac{r \theta_{b}}{1+m \theta_{c}}\right)\right) \geq \frac{1}{t}>1
$$

Then it follows from Theorem 2.3 that $\lambda_{1}\left(-a+\frac{r \theta_{b}}{1+m \theta_{c}}\right)<0$, i.e. $a>\lambda_{1}\left(\frac{r \theta_{b}}{1+m \theta_{c}}\right)$, which is a contradiction. So the claim is correct. By Theorem 2.6, we have

$$
\operatorname{index}_{\mathcal{W}}\left(\mathcal{A},\left(\theta_{a}, 0,0\right)\right)=(-1)^{\sigma}
$$

where $\sigma$ is the sum of multiplicities of all eigenvalues of $\mathcal{B}$ that are greater than 1. Next, we will show $\sigma=0$. To this end, suppose that $1 / \varrho>1$ is an eigenvalue of $\mathcal{B}$ with the corresponding eigenfunction $(\xi, \eta, \zeta) \in \overline{\mathcal{W}}_{y}$, i.e.,

$$
\begin{cases}-\Delta \xi+\left(M-\varrho\left(M+a-\frac{r \theta_{b}}{1+m \theta_{c}}\right)\right) \xi=0, & x \in \Omega  \tag{3.7}\\ -\Delta \eta+\left(M-\varrho\left(M+b-2 \theta_{b}\right)\right) \eta=\varrho(d-\kappa b) \theta_{b} 2 \kappa \theta_{b}^{2} \xi, & x \in \Omega \\ -\Delta \zeta+\left(M-\varrho\left(M+c-2 \theta_{c}\right)\right) \zeta=n \theta_{c}^{2} \xi, & x \in \Omega \\ \xi=\eta=\zeta=0, & x \in \partial \Omega\end{cases}
$$

Since $0<\varrho<1$,

$$
\lambda_{1}\left(M-\varrho\left(M+a-\frac{r \theta_{b}}{1+m \theta_{c}}\right)\right)>-a+\lambda_{1}\left(\frac{r \theta_{b}}{1+m \theta_{c}}\right)>0 .
$$

We have $\xi=0$, and then $\eta=\zeta=0$, what contradicts the fact that $(\xi, \eta, \zeta)$ is an eigenvalue. Consequently, $\sigma=0$ and conclusion (i) holds.

Secondly, we prove conclusion (ii). It follows from Theorems 2.3 and 2.4 that

$$
r_{a}=r\left((\Delta+M)^{-1}\left(M+a-\frac{r \theta_{b}}{1+m \theta_{c}}\right)\right)>1
$$

Then we can show that $\mathcal{B}$ has property $\mathfrak{a}$ by a similar argument as in the proof of Lemma 3.1, and the conclusion follows.

The proof of (b) is similar to the proof of (a), and we omit it. Now we give the proof of (c). It is obvious that $\operatorname{index}_{\mathcal{W}}(\mathcal{A}, S)=0$ if $S=\emptyset$. So we assume that $S \neq \emptyset$. Let $E_{1}=C_{0}(\bar{\Omega}) \times C_{0}(\bar{\Omega}), E_{2}=C_{0}(\bar{\Omega}), \mathcal{W}_{1}=K \times K, \mathcal{W}_{2}=K$. Define

$$
\begin{aligned}
& \mathcal{A}_{1}(u, z, w)=(-\Delta+M)^{-1}\binom{F+M u}{G+M z}, \\
& \mathcal{A}_{2}(u, z, w)=(-\Delta+M)^{-1}(H+M z),
\end{aligned}
$$

then $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$. A direct calculation shows that $\mathcal{A}_{2}^{\prime}(\bar{u},(1+\kappa \bar{u}) \bar{v}, 0) \mid \mathcal{W}_{2}=$ $(-\Delta+M)^{-1}(M+c)$. Since $c>\lambda_{1}$, it follows from Theorems 2.3 and 2.4 that $r\left(\mathcal{A}_{2}^{\prime}(\bar{u},(1+\kappa \bar{u}) \bar{v}, 0) \mid \mathcal{W}_{2}\right)>1$, and the conclusion follows from Theorem 2.7.

Now we establish the existence of positive solution to (1.4).
Theorem 3.4. Assume $c>\lambda_{1}$. Then (1.4) (or equivalently (3.4)) admits at least one positive solution if:
(a) $\lambda_{1}\left(-\frac{b+d \theta_{a}}{1+\kappa \theta_{a}}\right)<0$ and $a>\left\{\begin{array}{ll}\lambda_{1}\left(\frac{r \theta_{b}}{1+m \theta_{c}}\right), & \text { if } b>\lambda_{1} ; \\ \lambda_{1}, & \text { if } b \leq \lambda_{1},\end{array}\right.$ or
(b) $\lambda_{1}\left(-\frac{b+d \theta_{a}}{1+\kappa \theta_{a}}\right)>0, \lambda_{1}<a<\lambda_{1}\left(\frac{r \theta_{b}}{1+m \theta_{c}}\right)$, and $b>\lambda_{1}$.

Proof. First we consider the case $\lambda_{1}\left(-\frac{b+d \theta_{a}}{1+\kappa \theta_{a}}\right)<0, a>\lambda_{1}\left(\frac{r \theta_{b}}{1+m \theta_{c}}\right)$ and $b>\lambda_{1}$. Assume, on the contrary, that (3.4) has no positive solution. Then it follows from the properties of degree that

$$
\begin{align*}
\operatorname{deg}_{\mathcal{W}}(I-\mathcal{A}, D)= & \operatorname{index}_{\mathcal{W}}(A,(0,0,0))  \tag{3.8}\\
& +\operatorname{index}_{\mathcal{W}}\left(A,\left(\theta_{a}, 0,0\right)\right)+\operatorname{index}_{\mathcal{W}}\left(A,\left(0, \theta_{b}, 0\right)\right) \\
& +\operatorname{index}_{\mathcal{W}}\left(A,\left(0,0, \theta_{c}\right)\right)+\operatorname{index}_{\mathcal{W}}\left(A,\left(0, \theta_{b}, \theta_{c}\right)\right) \\
& +\operatorname{index}_{\mathcal{W}}\left(A,\left(\theta_{a}, 0, \theta_{(a, c)}\right)\right)+\operatorname{index}_{\mathcal{W}}(A, S)
\end{align*}
$$

By Lemmas 3.1-3.3, the left hand side of (3.8) is equal to one, while the right hand side of (3.8) is equal to zero. This is a contradiction, and thus (3.4) has a positive solution.

Similarly, we can prove that (3.4) has a positive solution if $\lambda_{1}\left(-\frac{b+d \theta_{a}}{1+\kappa \theta_{a}}\right)<0$, $a>\lambda_{1}$ and $b<\lambda_{1}$ or $\lambda_{1}\left(-\frac{b+d \theta_{a}}{1+\kappa \theta_{a}}\right)>0, \lambda_{1}<a<\lambda_{1}\left(\frac{r \theta_{b}}{1+m \theta_{c}}\right)$, and $b>\lambda_{1}$.

Now we prove that (3.4) has a positive solution if $\lambda_{1}\left(-\frac{b+d \theta_{a}}{1+\kappa \theta_{a}}\right)<0, a>\lambda_{1}$ and $b=\lambda_{1}$. For fixed $a>\lambda_{1}$, there exists a sequence $\left\{\left(b_{n}, u_{n}, z_{n}, w_{n}\right)\right\}$ such that

$$
\lambda_{1}\left(-\frac{b_{n}+d \theta_{a}}{1+\kappa \theta_{a}}\right)<0, \quad b_{n}<\lambda_{1}, \quad \lim _{n \rightarrow \infty} b_{n}=\lambda_{1}
$$

and $\left(u_{n}, z_{n}, w_{n}\right)$ is a positive solution of (1.4) with $b=b_{n}$. By the maximum principle, there exists a constant $C$ independent of $n$ such that $\left\|u_{n}\right\|_{L^{\infty}(\Omega)}+$ $\left\|z_{n}\right\|_{L^{\infty}(\Omega)}+\left\|w_{n}\right\|_{L^{\infty}(\Omega)}<\infty$. It follows from the regularity of elliptic equations that $\left(u_{n}, z_{n}, w_{n}\right)$ converges to $\left(u_{0}, z_{0}, w_{0}\right)$ in $C^{2}(\bar{\Omega})$, and obviously $\left(u_{0}, z_{0}, w_{0}\right)$ is a nonnegative solution of (3.4) with $b=\lambda_{1}$. Assume, on the contrary, that (3.4) has no positive solution when $b=\lambda_{1}$. Then $u_{0} \equiv 0$ or $z_{0} \equiv 0$ or $w_{0} \equiv 0$. First we assume that $u_{0} \equiv 0$. Let $\phi_{n}:=z_{n} /\left\|z_{n}\right\|_{L^{\infty}(\Omega)}$, then $\left(\phi_{n}, u_{n}, z_{n}\right)$ satisfies

$$
\begin{cases}-\Delta \phi_{n}=\frac{\phi_{n}}{1+\kappa u_{n}}\left(b_{n}+d u_{n}-\frac{z_{n}}{1+\kappa u_{n}}\right), & x \in \Omega \\ \phi_{n}=0, & x \in \partial \Omega\end{cases}
$$

Since

$$
\left\|\frac{\phi_{n}}{1+\kappa u_{n}}\left(b_{n}+d u_{n}-\frac{z_{n}}{1+\kappa u_{n}}\right)\right\|_{L^{\infty}(\Omega)} \leq C
$$

for some constant $C$ independent of $n$, then the regularity results of elliptic equations imply that there exists a nonnegative function $\phi_{0} \in C^{2}(\bar{\Omega})$ with $\left\|\phi_{0}\right\|_{L^{\infty}(\Omega)}=1$ such that $\lim _{n \rightarrow \infty} \phi_{n}=\phi_{0}$ in $C^{2}(\bar{\Omega})$, and it satisfies

$$
\begin{cases}-\Delta \phi_{0}=\phi_{0}\left(\lambda_{1}-z_{0}\right), & x \in \Omega \\ \phi_{0}=0, & x \in \partial \Omega\end{cases}
$$

Since $\phi_{0}$ is nonnegative and nontrivial, then $\phi_{0}>0$ in $\Omega$ by the strong maximum principle, and so $\lambda_{1}=\lambda_{1}\left(z_{0}\right)$, which means $z_{0} \equiv 0$. Let $\psi_{n}=u_{n} /\left\|u_{n}\right\|_{L^{\infty}(\Omega)}$. It follows from the first equation of (1.4) that

$$
\begin{cases}-\Delta \psi_{n}=\psi_{n}\left(a-u_{n}-\frac{r z_{n}}{\left(1+\kappa u_{n}\right)\left(1+m w_{n}\right)}\right), & x \in \Omega \\ \psi_{n}=0, & x \in \partial \Omega\end{cases}
$$

Then by a similar argument, one can show that there exists a positive function $\psi_{0} \in C^{2}(\bar{\Omega})$ such that

$$
-\Delta \psi_{0}=a \psi_{0}, \quad x \in \Omega, \quad \psi_{0}=0, \quad x \in \partial \Omega
$$

which means $a=\lambda_{1}$, a contradiction. If $z_{0}=0$, one can also show that $a=\lambda_{1}$ by a similar argument as above. Finally, if $w_{0}=0$, then we can obtain $c=\lambda_{1}$ by the last equation of (1.4) which contradicts $c>\lambda_{1}$.

Next, we make some comments on Theorem 3.4. For fixed $c>\lambda_{1}$, we denote

$$
S_{1}=\left\{(a, b) \in \mathbb{R} \times \mathbb{R}: \lambda_{1}\left(-\frac{b+d \theta_{a}}{1+\kappa \theta_{a}}\right)=0, a \geq \lambda_{1}\right\}
$$

and

$$
S_{2}=\left\{(a, b) \in \mathbb{R} \times \mathbb{R}: a=\lambda_{1}\left(\frac{r \theta_{b}}{1+m \theta_{c}}\right), b \geq \lambda_{1}\right\}
$$

Then it follows from [23, Lemma 1.6] that $S_{1}$ can be expressed as

$$
S_{1}=\left\{(a, b): b=\varpi(a) \text { for } a \geq \lambda_{1}\right\}
$$

where $\varpi(\cdot)$ is a $C^{1}$-function with respect to $a \in\left[\lambda_{1}, \infty\right)$ with the following properties:
(1) $\varpi$ is strictly monotone decreasing if $\kappa \lambda_{1}<d$, while $\varpi$ is strictly monotone increasing if $\kappa \lambda_{1}>d$.
(2) $\varpi\left(\lambda_{1}\right)=\lambda_{1}, \lim _{a \rightarrow \infty} \varpi(a)=-\infty$ if $\kappa \lambda_{1}<d$ and $\lim _{a \rightarrow \infty} \varpi(a)=\infty$ if $\kappa \lambda_{1}>d$.
(3) $\varpi^{\prime}\left(\lambda_{1}\right)=\kappa \lambda_{1}-d$.

Similarly, $S_{2}$ can be expressed as

$$
S_{2}=\left\{(a, b): a=\tau(b) \text { for } b \geq \lambda_{1}\right\},
$$

where $\tau(\cdot)$ is a $C^{1}$-function with respect to $b \in\left[\lambda_{1}, \infty\right)$ with the following properties:
(1) $\tau$ is strictly monotone increasing.
(2) $\tau\left(\lambda_{1}\right)=\lambda_{1}, \lim _{b \rightarrow \infty} \tau(b)=\infty$.
(3) $\tau^{\prime}\left(\lambda_{1}\right)=\int_{\Omega} \frac{r \phi_{1}^{3}}{1+m \theta_{c}} d x / \int_{\Omega} \phi_{1}^{3} d x$, where $\phi_{1}(x)$ is the positive eigenfunction corresponding to $\lambda_{1}$ such that $\left\|\phi_{1}\right\|_{L^{2}(\Omega)}=1$.

We denote

$$
\begin{aligned}
& \mathcal{S}:=\left\{(a, b) \in \mathbb{R} \times \mathbb{R}: \tau^{-1}(a)<b<\varpi(a), a>\lambda_{1}\right\} \\
& \cup\left\{(a, b): \tau^{-1}(a)<b<\varpi(a), a>\lambda_{1}\right\} .
\end{aligned}
$$

Then it follows from the properties of $\varpi$ and $\tau$ that
(1) if $\kappa \lambda_{1}<d$, then $\varpi(a)<\tau^{-1}(a)$ for all $a>\lambda_{1}$;
(2) if $\kappa \lambda_{1}>d$ and $\kappa \lambda_{1}-d \neq \int_{\Omega} \phi_{1}^{3} d x / \int_{\Omega} \frac{r \phi_{1}^{3}}{1+m \theta_{c}} d x$, then $\mathcal{S} \neq \emptyset$.




Figure 1. Possible coexistence regions. Left: $\kappa \lambda_{1}<d$, middle: $\kappa \lambda_{1}>d$ and $\kappa \lambda_{1}-d>\int_{\Omega} \phi_{1}^{3} d x / \int_{\Omega}\left(r \phi_{1}^{3} /\left(1+m \theta_{c}\right)\right) d x$, right: $\kappa \lambda_{1}>d$ and $\kappa \lambda_{1}-d$ $<\int_{\Omega} \phi_{1}^{3} d x / \int_{\Omega}\left(r \phi_{1}^{3} /\left(1+m \theta_{c}\right)\right) d x$.

Using the notations introduced above, we get the following results from Theorem 3.4.

Corollary 3.5. Assume $c>\lambda_{1}$. Then (1.4) (or equivalently (3.4)) admits at least one positive solution if
(a) $\kappa \lambda_{1}<d$ and $\left\{(a, b) \in \mathbb{R} \times \mathbb{R}: \varpi(a)<b<\tau^{-1}(a), a>\lambda_{1}\right\}$ (see the first graph of Figure 1); or
(b) $\kappa \lambda_{1}>d$ and $(a, b) \in \mathcal{S}$ (see the second and third graphs of Figure 1).

## 4. Global bifurcation and multiplicity of positive solutions

In this section we continue to study positive solutions of (1.4) (or equivalently (3.4)) by means of the bifurcation theory. Assume $b, c>\lambda_{1}$, then (3.4) has a strongly semi-trivial solution $\left(0, \theta_{b}, \theta_{c}\right)$. By linearizing (3.4) at $\left(0, \theta_{b}, \theta_{c}\right)$, we obtain the following eigenvalue problem:

$$
\begin{cases}\Delta \phi+\left(a-\frac{r \theta_{b}}{1+m \theta_{c}}\right) \phi=\lambda \phi, & x \in \Omega  \tag{4.1}\\ \Delta \varphi+\left((d-\kappa b) \theta_{b}+2 \kappa \theta_{b}^{2}\right) \phi+\left(b-2 \theta_{b}\right) \varphi=\lambda \varphi, & x \in \Omega \\ \Delta \psi+n \theta_{c}^{2} \phi+\left(c-2 \theta_{c}\right) \psi=\lambda \psi, & x \in \Omega \\ \phi=\varphi=\psi=0, & x \in \partial \Omega\end{cases}
$$

A necessary condition for bifurcation is that the principal eigenvalue of (4.1) is zero, which occurs if $a=\lambda_{1}\left(\frac{r \theta_{b}}{1+m \theta_{c}}\right)$. Let $\Phi$ be the positive eigenfunction corresponding to $a=\lambda_{1}\left(\frac{r \theta_{b}}{1+m \theta_{c}}\right)$. We assume that $\Phi$ is normalized so that $\|\Phi\|_{L^{2}(\Omega)}=1$. Since $\lambda_{1}\left(2 \theta_{b}-b\right)>0,-\Delta+2 \theta_{b}-b$ is invertible. Define

$$
\Psi=\left(-\Delta+2 \theta_{b}-b\right)^{-1}\left[\left((d-\kappa b) \theta_{b}+2 \kappa \theta_{b}^{2}\right) \Phi\right] .
$$

Similarly, define

$$
\Upsilon=\left(-\Delta+2 \theta_{c}-c\right)^{-1}\left[n \theta_{c}^{2} \Phi\right] .
$$

With the functions defined above, we have the following result regarding the bifurcation solutions of (3.4) from $\left(0, \theta_{b}, \theta_{c}\right)$ at $a=\lambda_{1}\left(\frac{r \theta_{b}}{1+m \theta_{c}}\right)$.

Lemma 4.1. Let $b, c>\lambda_{1}$ be fixed. Then $a=\lambda_{1}\left(\frac{r \theta_{b}}{1+m \theta_{c}}\right)$ is a bifurcation value of (3.4) where positive solutions bifurcate from the line of semi-trivial solutions $\left\{\left(a, 0, \theta_{b}, \theta_{c}\right): a>0\right\} ;$ near $\left(\lambda_{1}\left(\frac{r \theta_{b}}{1+m \theta_{c}}\right), 0, \theta_{b}, \theta_{c}\right)$, there exists $\delta>0$ such that all positive solutions of (3.4) lie on a smooth curve $\Gamma_{1}=\{(a(s), u(s), z(s), w(s))$ : $0<s<\delta\}$ and

$$
\left\{\begin{array}{l}
a(s)=\lambda_{1}\left(\frac{r \theta_{b}}{1+m \theta_{c}}\right)+s a_{1}+s a_{2}(s) \\
u(s)=s \Phi+s u_{1}(s, x) \\
z(s)=\theta_{b}+s \Psi+s z_{1}(s, x) \\
w(s)=\theta_{c}+s \Upsilon+s w_{1}(s, x)
\end{array}\right.
$$

Here $s \mapsto\left(a_{2}(s), u_{1}(s, x), z_{1}(s, x), w_{1}(s, x)\right)$ is a smooth function from $(0, \delta)$ to $\mathbb{R} \times X \times X \times X$ for $X=C^{1+\sigma}(\Omega) \cap C_{0}(\bar{\Omega})$ with $\sigma \in(0,1)$ such that $a_{2}(0)=0$, $u_{1}(0, x)=z_{1}(0, x)=w_{1}(0, x)=0$ and

$$
\begin{equation*}
a_{1}=\int_{\Omega}\left(1-\frac{r \kappa \theta_{b}}{1+m \theta_{c}}\right) \Phi^{3} d x+\int_{\Omega} \frac{r}{1+m \theta c}\left(\Psi-\frac{m \theta_{b}}{1+m \theta_{c}} \Upsilon\right) \Phi^{2} d x \tag{4.2}
\end{equation*}
$$

Proof. Denote $\widetilde{a}:=\lambda_{1}\left(\frac{r \theta_{b}}{1+m \theta_{c}}\right)$. Let $X=C^{1+\sigma}(\Omega) \cap C_{0}(\bar{\Omega})$ and $Y=$ $C^{\sigma}(\Omega) \cap C(\bar{\Omega})$. Define a nonlinear $\mathfrak{F}: \mathbb{R} \times X \times X \times X \mapsto Y \times Y \times Y$ by

$$
\mathfrak{F}(a, u, z, w)=\left(\begin{array}{c}
\Delta u+F(a, u, z, w) \\
\Delta z+G(u, z, w) \\
\Delta w+H(u, z, w)
\end{array}\right)
$$

where $F, G, H$ are defined in (1.4). By a straightforward calculation, we obtain

$$
\begin{gathered}
\mathfrak{F}_{(u, z, w)}(a, u, z, w)[\xi, \eta, \zeta]=\left(\begin{array}{c}
\Delta \xi+F_{u} \xi+F_{z} \eta+F_{w} \zeta \\
\Delta \eta+G_{u} \xi+G_{x} \eta+G_{w} \zeta \\
\Delta \zeta+H_{u} \xi+H_{z} \eta+H_{w} \zeta
\end{array}\right), \\
\mathfrak{F}_{a}(a, u, z, w)=\left(\begin{array}{c}
u \\
0 \\
0
\end{array}\right), \quad \mathfrak{F}_{a(u, z, w)}[\xi, \eta, \zeta]=\left(\begin{array}{l}
\xi \\
0 \\
0
\end{array}\right),
\end{gathered}
$$

$$
\begin{aligned}
& \mathfrak{F}_{(u, z, w)(u, z, w)}(a, u, z, w)[\xi, \eta, \zeta]^{2} \\
& \quad=\left(\begin{array}{c}
F_{u u} \xi^{2}+F_{z z} \eta^{2}+F_{w w} \zeta^{2}+2\left(F_{u z} \xi \eta+F_{u w} \xi \zeta+F_{z w} \eta \zeta\right) \\
G_{u u} \xi^{2}+G_{z z} \eta^{2}+G_{w w} \zeta^{2}+2\left(G_{u z} \xi \eta+G_{u w} \xi \zeta+G_{z w} \eta \zeta\right) \\
H_{u u} \xi^{2}+H_{z z} \eta^{2}+H_{w w} \zeta^{2}+2\left(H_{u z} \xi \eta+H_{u w} \xi \zeta+H_{z w} \eta \zeta\right)
\end{array}\right) .
\end{aligned}
$$

At $(a, u, z, w)=\left(\widetilde{a}, 0, \theta_{b}, \theta_{c}\right)$, it is easy to see that the kernel

$$
\mathcal{N}\left(\mathfrak{F}_{(u, z, w)}\left(\widetilde{a}, 0, \theta_{b}, \theta_{c}\right)\right)=\operatorname{span}\{(\Phi, \Psi, \Upsilon)\}
$$

and the range

$$
\mathcal{R}\left(\mathfrak{F}_{(u, z, w)}\left(\widetilde{a}, 0, \theta_{b}, \theta_{c}\right)\right)=\left\{(\alpha, \beta, \gamma) \in Y \times Y \times Y: \int_{\Omega} \alpha(x) \Phi(x)=0\right\} .
$$

Then,

$$
\mathfrak{F}_{a(u, z, w)}\left(\widetilde{a}, 0, \theta_{b}, \theta_{c}\right)[\Phi, \Psi, \Upsilon]=(\Phi, 0,0) \notin \mathcal{R}\left(\mathfrak{F}_{(u, z, w)}\left(\widetilde{a}, 0, \theta_{b}, \theta_{c}\right)\right)
$$

by the fact that $\int_{\Omega} \Phi^{2} d x=1 \neq 0$. Thus we can apply Theorem 2.1 to conclude that the set of positive solutions to (3.4) near $\left(\widetilde{a}, 0, \theta_{b}, \theta_{c}\right)$ is a smooth curve

$$
\Gamma_{1}=\{a(s), u(s), z(s), w(s): s \in(0, \delta)\},
$$

where $\delta$ is a small positive constant, such that $a(0)=\widetilde{a}, u(s)=s \Phi+o(s)$, $z(s)=\theta_{b}+s \Psi+o(s)$ and $w(s)=\theta_{c}+s \Upsilon+o(s)$. Moreover, by Theorem 2.1,

$$
a_{1}=a^{\prime}(0)=-\frac{\left\langle\ell, \mathfrak{F}_{(u, z, w)(u, z, w)}\left(\widetilde{a}, 0, \theta_{b}, \theta_{c}\right)[\Phi, \Psi, \Upsilon]^{2}\right\rangle}{2\left\langle\ell, \mathfrak{F}_{a(u, z, w)}\left(\widetilde{a}, 0, \theta_{b}, \theta_{c}\right)[\Phi, \Psi, \Upsilon]\right\rangle},
$$

where $\ell$ is a liner functional on $Y \times Y \times Y$ defined as

$$
\langle\ell,(\alpha, \beta, \gamma)\rangle=\int_{\Omega} \alpha(x) \Phi(x) d x
$$

Thus,

$$
a_{1}=\int_{\Omega}\left(1-\frac{r \kappa \theta_{b}}{1+m \theta_{c}}\right) \Phi^{3} d x+\int_{\Omega} \frac{r}{1+m \theta c}\left(\Psi-\frac{m \theta_{b}}{1+m \theta_{c}} \Upsilon\right) \Phi^{2} d x
$$

By Theorem 2.1, the curve $\Gamma_{1}$ of bifurcating positive solutions is contained in a connected component $\Sigma$ of the set of positive solutions of (3.4). Our next result is about $\Sigma$. To this end, denote

$$
\begin{aligned}
P_{1} & :=\{\phi \in X: \phi(x)>0, x \in \Omega, \partial \phi / \partial \nu<0, x \in \partial \Omega\}, \\
P & :=\left\{(a, u, z, w) \in \mathbb{R}_{+} \times X \times X \times X\right\},
\end{aligned}
$$

where $X$ is defined in Lemma 4.1.
Theorem 4.2. Assume $b, c>\lambda_{1}$ and $\lambda_{1}\left(-\frac{b+d \theta_{a}}{1+\kappa \theta_{a}}\right) \neq 0$, the global bifurcation curve $\Sigma$ tends to $\infty$ in $P$.

Proof. Denote $\widetilde{a}:=\lambda_{1}\left(\frac{r \theta_{b}}{1+m \theta_{c}}\right)$ and $\widetilde{\Sigma}:=\Sigma \backslash\left\{\left(\widetilde{a}, 0, \theta_{b}, \theta_{c}\right)\right\}$. We need to prove only $\widetilde{\Sigma} \subset P$. On the contrary, suppose that $\widetilde{\Sigma}$ is not contained in $P$, then there exists a point $(\widehat{a}, \widetilde{u}, \widetilde{z}, \widetilde{w}) \in \widetilde{\Sigma} \cap \partial P$, which is the limit of a sequence of points $\left\{\left(a_{n}, u_{n}, z_{n}, w_{n}\right)\right\}_{n=1}^{\infty} \subset \Sigma \cap P$. It is obvious that $\widetilde{u} \in \partial P_{1}$, or $\widetilde{z} \in \partial P_{1}$, or $\widetilde{w} \in \partial P_{1}$.

Suppose $\widetilde{u} \in \partial P_{1}$, then $\widetilde{u} \geq 0$ for $x \in \Omega$ and either $\widetilde{u}\left(x_{0}\right)=0$ for some $x_{0} \in \Omega$ or $\partial \widetilde{u} / \nu\left(x_{0}\right)=0$ for some $x_{0} \in \partial \Omega$. Since $\widetilde{u}$ satisfies

$$
-\Delta \widetilde{u}=\widetilde{u}\left(\widehat{a}-\widetilde{u}-\frac{r \widetilde{z}}{(1+\kappa \widetilde{u})(1+m \widetilde{w})}\right), \quad x \in \Omega, \quad \widetilde{u}=0, \quad x \in \partial \Omega,
$$

it follows from the maximum principle that $\widetilde{u} \equiv 0$. Similarly, we can show that $\widetilde{z} \equiv 0$ if $\widetilde{v} \in \partial P_{1}$ and $\widetilde{w} \equiv 0$ if $\widetilde{w} \in \partial P$. Since $(\widehat{a}, \widetilde{u}, \widetilde{z}, \widetilde{w}) \in \Sigma$ and $c>\lambda_{1}$, we have $\widetilde{w} \geq \theta_{c}$. Thus we have the following three cases:
(i) $(\widetilde{u}, \widetilde{z}, \widetilde{w})=\left(0, \theta_{b}, \theta_{c}\right)$;
(ii) $(\widetilde{u}, \widetilde{z}, \widetilde{w})=\left(0,0, \theta_{c}\right)$;
(iii) $(\widetilde{u}, \widetilde{z}, \widetilde{w})=\left(\theta_{a}, 0, \theta_{(a, c)}\right)$.

Next, we will prove that all of the above three cases cannot happen. Suppose (i) holds. Let $U_{n}=u_{n} /\left\|u_{n}\right\|_{L^{\infty}(\Omega)}$, then $U_{n}$ satisfies

$$
\begin{align*}
-\Delta U_{n} & =U_{n}\left(a_{n}-u_{n}-\frac{r z_{n}}{\left(1+\kappa u_{n}\right)\left(1+m w_{n}\right)}\right), \quad x \in \Omega  \tag{4.3}\\
U_{n} & =0, \quad x \in \partial \Omega .
\end{align*}
$$

Thanks to the $L^{p}$-estimate and Sobolev embedding theorem, there exists a convergent subsequence of $\left\{U_{n}\right\}_{n=1}^{\infty}$, which we relabel as the original one, such that $U_{n} \rightarrow U$ in $C^{2}(\bar{\Omega})$ as $n \rightarrow \infty$, and $U \geq 0, \not \equiv 0$ in $\Omega$, which satisfies $\|U\|_{L^{\infty}(\Omega)}=1$. Taking limit in (4.3) as $n \rightarrow \infty$, we obtain

$$
-\Delta U=\left(\widehat{a}-\frac{r \theta_{b}}{1+m \theta_{c}}\right) U, \quad x \in \Omega, \quad U=0, \quad x \in \partial \Omega
$$

It follows from Theorem 2.4 that $\widehat{a}=\widetilde{a}$, which contradicts $\widehat{a} \neq \widetilde{a}$.
Suppose $\widetilde{z}=0$ holds. Let $Z_{n}=z_{n} /\left\|z_{n}\right\|_{L^{\infty}(\Omega)}$, then $Z_{n}$ satisfies
(4.4) $-\Delta Z_{n}=\frac{Z_{n}}{1+\kappa u_{n}}\left(b+d u_{n}-\frac{z_{n}}{1+\kappa u_{n}}\right), \quad x \in \Omega, \quad Z_{n}=0, \quad x \in \partial \Omega$.

Similarly, by the $L^{p}$-estimate and Sobolev embedding theorem, there exists a convergent subsequence of $\left\{Z_{n}\right\}_{n=1}^{\infty}$, which we relabel as the original one, such that $Z_{n} \rightarrow Z$ in $C^{2}(\bar{\Omega})$ as $n \rightarrow \infty$, and $Z \geq 0, \not \equiv 0$ in $\Omega$, which satisfies $\|Z\|_{L^{\infty}(\Omega)}=1$. Suppose (ii) holds. Taking limit in (4.4) as $n \rightarrow \infty$, we obtain $b=\lambda_{1}$, which contradicts $b>\lambda_{1}$. Suppose (iii) holds. Taking limit in (4.4) as $n \rightarrow \infty$, we obtain $\lambda_{1}\left(-\frac{b+d \theta_{a}}{1+\kappa \theta_{a}}\right)=0$, a contradiction.

Next, we discuss the stability of the positive solutions obtained im Lemma 4.1.

Theorem 4.3. Assume the assumptions of Lemma 4.1 hold, and let $a_{1}$ be defined as in (4.2). If $a_{1} \neq 0$, then there exists $\widetilde{\delta} \in(0, \delta]$ such that for $s \in(0, \widetilde{\delta})$, the positive solution $(a(s), u(s), z(s), w(s))$ got in Lemma 4.1 is not degenerate, where $\delta$ is the constant from Lemma 4.1. Moreover, $(u(s), z(s), w(s))$ is unstable if $a_{1}<0$, and it is stable if $a_{1}>0$.

Proof. We use the notations of the proof of Lemma 4.1. In order to study the stability, we consider the following eigenvalue problem:

$$
\begin{cases}\mathcal{L}(s)\left(\begin{array}{l}
\xi(s) \\
\eta(s) \\
\zeta(s)
\end{array}\right)=\mu(s)\left(\begin{array}{c}
\xi(s) \\
\eta(s) \\
\zeta(s)
\end{array}\right), & x \in \Omega \\
\xi(s)=\eta(s)=\zeta(s)=0, & x \in \partial \Omega\end{cases}
$$

where

$$
\begin{aligned}
& \mathcal{L}(s)=-\mathfrak{F}_{(u, z, w)}(a(s), u(s), z(s), w(s))= \\
& \left(\begin{array}{ccc}
-\Delta-a(s)+2 u(s)+\frac{r z(s)}{(1+m w(s))(1+\kappa u(s))^{2}} & \frac{r u(s)}{(1+\kappa u(s))(1+m w(s))} & -\frac{r m u(s) z(s)}{(1+\kappa u(s))(1+m w(s))^{2}} \\
\frac{\kappa b z(s)-d z(s)}{(1+\kappa u(s))^{2}}-\frac{2 \kappa z(s)^{2}}{(1+\kappa u(s))^{3}} & -\Delta-\frac{b+d u(s)}{1+\kappa u(s)}+\frac{2 z(s)}{(1+\kappa u(s))^{2}} & 0 \\
-\frac{n w(s)^{2}}{(1+n u(s))^{2}} & 0 & -\Delta-c+\frac{2 w(s)}{1+n u(s)}
\end{array}\right)
\end{aligned}
$$

Furthermore,

$$
\lim _{s \rightarrow 0} \mathcal{L}(s)=\left(\begin{array}{ccc}
-\Delta-\widetilde{a}+\frac{r \theta_{b}}{1+m \theta_{c}} & 0 & 0 \\
(\kappa b-d) \theta_{b}-2 \kappa \theta_{b}^{2} & -\Delta-b+2 \theta_{b} & 0 \\
-n \theta_{c}^{2} & 0 & -\Delta-c+2 \theta_{c}
\end{array}\right):=\mathcal{L}_{0}
$$

Since $\lambda_{1}\left(-\widetilde{a}+\frac{r \theta_{b}}{1+m \theta_{c}}\right)=0, \lambda_{1}\left(-b+2 \theta_{b}\right)>0$, and $\lambda_{1}\left(-c+2 \theta_{c}\right)>0,0$ is the first eigenvalue of $\mathcal{L}_{0}$ with the corresponding eigenfunction $(\Phi, \Psi, \Upsilon)$. Moreover, the real parts of all other eigenvalues of $\mathcal{L}_{0}$ are positive and are apart from 0. By perturbation of linear operator [13], we know that for $s>0$ small $\mathcal{L}(s)$ has a unique eigenvalue $\mu(s)$ such that $\lim _{s \rightarrow 0} \mu(s)=0$ and all other eigenvalues of $\mathcal{L}(s)$ have positive real part and apart from 0.

Now we determine the sign of $\mu(s)$ for $s>0$ small, applying Theorem 2.2. Consider the following eigenvalue problem:

$$
\begin{cases}-\mathfrak{F}_{(u, z, w)}\left(a, 0, \theta_{b}, \theta_{c}\right)\left(\begin{array}{c}
\phi(a) \\
\varphi(a) \\
\psi(a)
\end{array}\right)=\gamma(a)\left(\begin{array}{c}
\phi(a) \\
\varphi(a) \\
\psi(a)
\end{array}\right), & x \in \Omega \\
\phi(a)=\varphi(a)=\psi(a)=0, & x \in \partial \Omega\end{cases}
$$

Then $\phi(a)$ satisfies

$$
\begin{cases}-\Delta \phi(a)+\frac{r \theta_{b}}{1+m \theta_{c}} \phi(a)-a \phi(a)=\gamma(a) \phi(a), & x \in \Omega  \tag{4.5}\\ \phi(a)=0, & x \in \partial \Omega\end{cases}
$$

Since $\gamma(\widetilde{a})=0$ and $\phi(\widetilde{a})=\Phi$, then differentiating (4.5) with respect to $a$ at $a=\widetilde{a}$ we obtain that

$$
\begin{cases}-\Delta \chi+\frac{r \theta_{b}}{1+m \theta_{c}} \chi-\widetilde{a} \chi-\Phi=\gamma^{\prime}(\widetilde{a}) \Phi, & x \in \Omega  \tag{4.6}\\ \chi=0, & x \in \partial \Omega\end{cases}
$$

where $\chi=\phi^{\prime}(\widetilde{a})$. Multiplying both sides of (4.6) by $\Phi$ and integrating it over $\Omega$, we obtain

$$
\begin{aligned}
\gamma^{\prime}(\widetilde{a}) \int_{\Omega} \Phi^{2} d x & =-\int_{\Omega} \Phi^{2} d x+\int_{\Omega}\left(-\Delta \chi \Phi+\frac{r \theta_{b}}{1+m \theta_{c}} \chi \Phi-\widetilde{a} \chi \Phi\right) d x \\
& =-\int_{\Omega} \Phi^{2} d x+\int_{\Omega} \chi\left(-\Delta \Phi+\frac{r \theta_{b}}{1+m \theta_{c}} \Phi-\widetilde{a} \Phi\right) d x=-\int_{\Omega} \Phi^{2} d x
\end{aligned}
$$

that is $\gamma^{\prime}(\widetilde{a})=-1$. Since $a_{1} \neq 0$, then it follows from Theorem 2.2 that $\mu(s) \neq 0$ for $s>0$ small and

$$
\begin{equation*}
\lim _{s \rightarrow 0} \frac{\mu(s)}{s}=-\gamma^{\prime}(\widetilde{a}) a^{\prime}(0)=a_{1} \tag{4.7}
\end{equation*}
$$

Since all other eigenvalues of $\mathcal{L}(s)$ have positive real parts, then the conclusion follows from (4.7).

Combining the above preparations, we get the following multiplicity result.
Theorem 4.4. Assume $b, c>\lambda_{1}$ and $\lambda_{1}\left(-\frac{b+d \theta_{a}}{1+\kappa \theta_{a}}\right)<0$. Let $\widetilde{a}=\lambda_{1}\left(\frac{r \theta_{b}}{1+m \theta_{c}}\right)$ and $a_{1}$ be defined as in (4.2). If $a_{1}<0$, then there exists a positive constant $\varepsilon<\widetilde{a}-\lambda_{1}$ such that (1.4) (or equivalently (3.4)) has at least two positive solutions if $\lambda_{1}-\varepsilon<a<\widetilde{a}$, and it has at least one positive solution if $a \geq \widetilde{a}-\varepsilon$.

Proof. From Lemma 4.1, (3.4) has a curve $\Gamma_{1}=\{(a(s), u(s), z(s), w(s))$ : $0<s<\delta\}$ of positive solutions near ( $\widetilde{a}, o, \theta_{b}, \theta_{c}$ ). Since $a_{1}<0, a(s)<\widetilde{a}$ for $s>0$ small. Assume, on the contrary, that (3.4) has a unique positive solution $(\widehat{u}, \widehat{z}, \widehat{w})$ when $a<\widetilde{a}$ but near $\operatorname{det} a$. Then it is obvious that $(\widehat{u}, \widehat{z}, \widehat{w})$ is the positive solution bifurcating from ( $\widetilde{a}, o, \theta_{b}, \theta_{c}$ ), which was obtained in Lemma 4.1, and it is not degenerate by Theorem 4.3. Thus $I-\mathcal{A}_{(u, z, w)}(\widehat{u}, \widehat{z}, \widehat{w}): \overline{\mathcal{W}}_{(\widehat{u}, \widehat{z}, \widehat{w})} \mapsto \overline{\mathcal{W}}_{(\widehat{u}, \widehat{z}, \widehat{w})}$ is invertible, where $\mathcal{A}$ is the operator defined in Section 4. Since $(\widehat{u}, \widehat{z}, \widehat{w})$ is an isolated interior point of $D, \operatorname{index}_{W}(\mathcal{A},(\widehat{u}, \widehat{z}, \widehat{w}))= \pm 1$. Notice that $\lambda_{1}<a<\widetilde{a}$ for $s>0$ small, $b, c>\lambda_{1}$ and $\lambda_{1}\left(-\frac{b+d \theta_{a}}{1+\kappa \theta_{a}}\right)<0$. It follows from Lemmas 3.1-3.3
that

$$
\begin{aligned}
1= & \operatorname{deg}_{\mathcal{W}}(\mathcal{A}, D) \\
= & \operatorname{index}_{\mathcal{W}}(\mathcal{A},(0,0,0))+\operatorname{index}_{\mathcal{W}}\left(\mathcal{A},\left(\theta_{a}, 0,0\right)\right)+\operatorname{index}_{\mathcal{W}}\left(\mathcal{A},\left(0, \theta_{b}, 0\right)\right) \\
& +\operatorname{index}_{\mathcal{W}}\left(\mathcal{A},\left(0,0, \theta_{c}\right)\right)+\operatorname{index}_{\mathcal{W}}\left(\mathcal{A},\left(0, \theta_{b}, \theta_{c}\right)\right)+\operatorname{index}_{\mathcal{W}}\left(\mathcal{A},\left(\theta_{a}, 0, \theta_{(a, c)}\right)\right) \\
& +\operatorname{index}_{\mathcal{W}}(\mathcal{A}, S)+\operatorname{index}_{\mathcal{W}}(\mathcal{A},(\widehat{u}, \widehat{z}, \widehat{w})) \\
= & 0+0+0+0+1+0+0 \pm 1,
\end{aligned}
$$

which is a contradiction. Thus if $a<\widetilde{a}$ and near $\widetilde{a}$, then there exist at least two positive solutions of (3.4). Since $u(s)(x)<a$ for all $x \in \bar{\Omega}$ and there are no positive solutions if $a \leq \lambda_{1}$, it follows from Theorem 4.2 that there exists $\varepsilon \in\left(0, \widetilde{a}-\lambda_{1}\right)$ such that the projection of the closure of the global bifurcation curve $\Sigma$ is $[a-\varepsilon, \infty)$ (see Figure 2), and the conclusion follows.


Figure 2. Backward bifurcation of $u$ when $a_{1}<0$.

REmARK 4.5. If $a, c, d, r, m>0, b \in \mathbb{R}$ and $\kappa \geq 0$ are fixed, then $\Phi, \Psi$ are fixed and $\Upsilon \rightarrow \infty$ uniformly on any compact subset of $\Omega$ as $n \rightarrow \infty$. Hence, there exists a constant $n_{*}>0$ large enough such that $a_{1}<0$ if $n>n_{*}$.
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