
Topological Methods in Nonlinear Analysis
Volume 46, No. 2, 2015, 617–630

DOI: 10.12775/TMNA.2015.061

c© 2015 Juliusz Schauder Centre for Nonlinear Studies
Nicolaus Copernicus University

EXISTENCE OF SOLUTIONS FOR A KIRCHHOFF TYPE

FRACTIONAL DIFFERENTIAL EQUATIONS

VIA MINIMAL PRINCIPLE AND MORSE THEORY

Nemat Nyamoradi — Yong Zhou

Abstract. In this paper by using the minimal principle and Morse theory,
we prove the existence of solutions to the following Kirchhoff type fractional

differential equation:
M

(∫
R

(|−∞Dαt u(t)|2 + b(t)|u(t)|2) dt

)
·(tDα∞(−∞Dαt u(t)) + b(t)u(t)) = f(t, u(t)), t ∈ R,

u ∈ Hα(R),

where α ∈ (1/2, 1), tDα∞ and −∞Dαt are the right and left inverse oper-
ators of the corresponding Liouville–Weyl fractional integrals of order α

respectively, Hα is the classical fractional Sobolev Space, u ∈ R, b : R→ R,

inf
t∈R

b(t) > 0, f : R × R → R Carathéodory function and M : R+ → R+ is

a function that satisfy some suitable conditions.
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1. Introduction

The aim of this paper is to establish the existence of nontrivial solutions for

the following Kirchhoff type fractional differential problem

(1.1)


M

(∫
R

(|−∞Dα
t u(t)|2 + b(t)|u(t)|2) dt

)
·(tDα

∞(−∞D
α
t u(t)) + b(t)u(t)) = f(t, u(t)), t ∈ R,

u ∈ Hα(R),

where α ∈ (1/2, 1), tD
α
∞ and −∞D

α
t are the right and left inverse operators

of the corresponding Liouville–Weyl fractional integrals of order α respectively,

Hα is the classical fractional Sobolev Space, u ∈ R, b : R → R, inf
t∈R

b(t) > 0,

f : R × R → R Carathéodory function and M : R+ → R+ is a function that

satisfy some suitable conditions.

Fractional differential equations have been receiving great interest recently.

This is due to both the intensive development of the theory of fractional calculus

itself and the applications of such constructions in various scientific fields such as

physics, chemistry, biology, economics, control theory, signal and image process-

ing, biophysics, blood flow phenomena, aerodynamics, fitting of experimental

data, etc., [1], [8], [10], [15], [16], [18], [21] and the references therein.

It should be noted that critical point theory and variational methods have

also turned out to be very effective tools in determining the existence of solutions

for integer order differential equations. The idea behind them is trying to find

solutions of a given boundary value problem by looking for critical points of

a suitable energy functional defined on an appropriate function space. In the

Several years back, the critical point theory has become to a wonderful tool

in studying the existence of solutions to differential equations with variational

structures, we refer the reader to the books due to Mawhin and Willem [14],

Rabinowitz [17] and the references listed therein.

Recently Jiao and Zhou [9], have studied the following fractional boundary

value problem tD
α
T (0D

α
t u(t)) = ∇F (t, u(t)), t ∈ [0, T ],

u(0) = u(T ) = 0.

They proved the existence of solutions to this problem by using critical point

theory.

In [20], by using the Mountain Pass Theorem, Torres investigates the exis-

tence of solutions for the fractional Hamiltonian systems

(1.2)

(tD
α
∞(−∞D

α
t u(t)) + L(t)u(t)) = ∇W (t, u(t)), t ∈ R,

u ∈ Hα(R).
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In a later work, by using the genus properties in the critical theory, Zhang and

Yuan [22] obtained the infinitely many solutions for the problem (1.2).

The problem (1.1) is related to the stationary analogue of the equation

uxx +M

(∫
R

(|−∞Dα
t u(t)|2 + b(t)|u(t)|2) dt

)
(tD

α
∞(−∞D

α
t u(t)) + b(t)u(t))

= f(t, x),

proposed by Kirchhoff [11] as an extension of the classical D’Alembert’s wave

equation for free vibrations of elastic strings. Kirchhoff’s model takes into ac-

count the changes in length of the string during the vibration. The reader is

referred to [2]–[4], [7], [11], [19] and the references therein for previous work on

this subject. In particular, these papers discuss the historical development of

the problem as well as describe situations that can be realistically modeled by

(1.1) with a nonconstant M .

Inspired by the above articles, in this paper, we would like to investigate the

existence of solutions for problem (1.1). The technical tools are the minimal

principle and Morse theory.

The paper is organized as follows. In Section 2, we give preliminary facts and

provide some basic properties which are needed. Sections 3 and 4 are devoted to

our results on existence of one solution by the minimal principle and existence

of two nontrivial solutions by Morse theory, respectively.

2. Preliminaries

In this section, we present some preliminaries and lemmas that are useful to

the proof to the main results. For the convenience of the reader, we also present

here the necessary definitions.

Let (X, ‖ · ‖X) be a Banach space, (X∗, ‖ · ‖X∗) be its topological dual, and

ϕ : X → R be a functional. First, we recall the definition of the Palais-Smale

condition which plays an important role in our paper.

Definition 2.1. We say that ϕ satisfies the Palais–Smale condition if any

sequence (un) ∈ X for which ϕ(un) is bounded and ϕ′(un) → 0 as n → ∞
possesses a convergent subsequence.

Also, for the convenience of the reader, we also present here the necessary

definitions of fractional calculus theory. We refer the reader to [10].

Definition 2.2. The left and right Liouville–Weyl fractional integrals of

order 0 < α < 1 on the whole axis R are defined by

−∞I
α
x φ(x) =

1

Γ(α)

∫ x

−∞
(x− ξ)α−1φ(ξ) dξ,(2.1)
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xI
α
∞φ(x) =

1

Γ(α)

∫ ∞
x

(ξ − x)α−1φ(ξ) dξ.(2.2)

respectively, where x ∈ R. The left and right Liouville–Weyl fractional deriva-

tives of order 0 < α < 1 on the whole axis R are defined by

−∞D
α
xφ(x) =

d

dx
−∞I

1−α
x φ(x),(2.3)

xD
α
∞φ(x) = − d

dx
xI

1−α
∞ φ(x).(2.4)

respectively, where x ∈ R. The definitions (2.3) and (2.4) may be written in an

alternative form:

−∞D
α
xφ(x) =

α

Γ(1− α)

∫ ∞
0

φ(x)− φ(x− ξ)
ξα+1

dξ,(2.5)

xD
α
∞φ(x) =

α

Γ(1− α)

∫ ∞
0

φ(x)− φ(x+ ξ)

ξα+1
dξ.(2.6)

Also, we define the Fourier transform F(u)(ξ) of u(x) is defined by

F(u)(ξ) =

∫ ∞
−∞

e−ix·ξu(x) dx.

Let us recall that, for any α > 0, the semi-norm (see [20])

|u|Iα−∞ = ‖−∞Dα
xu‖L2 ,

and norm

(2.7) ‖u‖Iα−∞ = (‖u‖2L2 + |u|2Iα−∞)1/2,

and let the space Iα−∞(R) denote the completion of C∞0 (R) with respect to the

norm ‖ · ‖Iα−∞ .

Next, for 0 < α < 1, we give the relationship between classical fractional

Sobolev space Hα(R) and Iα−∞(R), where Hα(R) is defined by

Hα(R) = C∞0 (R)
‖ · ‖α

.

with the norm

(2.8) ‖u‖α = (‖u‖2L2 + |u|2α)1/2,

and semi-norm

|u|α = ‖|ξ|αF(u)‖L2 .

We note the spaces Hα(R) and Iα−∞(R) are equal and have equivalent norms

(see [20]). Therefore, we define Hα(R) = {u ∈ L2(R)||ξ|αF(u) ∈ L2(R)}.
Before starting our results, we need the following assumptions:

(L) b : R→ (0,+∞) is continuous and b(t)→ +∞ as |t| → ∞.
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Let

Xα =

{
u ∈ Hα(R)

∣∣∣∣ ∫
R

(|−∞Dα
t u(t)|2 + b(t)|u(t)|2) dt <∞

}
.

The space Xα is a reflexive and separable Hilbert space with the inner product

(2.9) 〈u, v〉Xα =

∫
R
(−∞D

α
t u(t) · −∞Dα

t v(t) + b(t)u(t)v(t)) dt,

and the corresponding norm ‖u‖2Xα = 〈u, u〉Xα .

Similar to proofs of Lemma 2.1, Lemma 2.2 and Theorem 2.1 in [20], we can

get the following lemmas.

Lemma 2.3. Suppose b(t) satisfies (L). Then the space Xα is continuously

embedded in Hα(R).

Lemma 2.4. Suppose that (L) holds. Then the imbedding of Xα in L2(R) is

continuous and compact.

Lemma 2.5. Let α > 1/2, then Hα(R) ⊂ C(R) and there is a constant

C = Cα such that

(2.10) sup
x∈R
|u(x)| ≤ C‖u‖α,

Also by Lemma 2.5, there is a constant Cα > 0 such that

(2.11) ‖u‖∞ ≤ Cα‖u‖Xα .

Remark 2.6. From Lemma 2.5, we know that if u ∈ Hα(R) with 1/2<α< 1,

then u ∈ Lq(R) for all q ∈ [2,∞), because∫
R
|u(x)|q dx ≤ ‖u‖q−2∞ ‖u‖2L2(R).

Remark 2.7. From Remark 2.6 and Lemma 2.4, it is easy to verify that

the imbedding of Xα in Lq(R) is also compact for q ∈ (2,∞). Hence, for all

2 ≤ q <∞, the imbedding of Xα in Lq(R) is continuous and compact and then

this with Lemma 2.5, for all q ∈ [2,∞), there exists Cq > 0 such that

‖u‖Lq(R) ≤ Cq‖u‖Xα .

First, we consider the eigenvalue problem

(2.12)

tD
α
∞(−∞D

α
t u(t)) + b(t)u(t) = λu, t ∈ R,

u ∈ Hα(R).

We mean by a weak solution of systems (2.12), any u ∈ Xα such that

(2.13)

∫
R
(−∞D

α
t u(t) · −∞Dα

t v(t) + b(t)u(t)v(t)) dt = λ

∫
R
u(t)v(t) dt,

for every v ∈ Xα.



622 N. Nyamoradi — Y. Zhou

Theorem 2.8. Suppose that (L) holds. Then each eigenvalue of (2.12) is

real and if we repeat each eigenvalue according to its multiplicity, we have 0 <

λ1 ≤ λ2 ≤ . . . and λk →∞ as k →∞. λ1 can be characterized as

(2.14) λ1 = inf
u∈Xα\{0}

∫
R

(|−∞Dα
t u(t)|2 + b(t)|u(t)|2) dt∫

R
|u(t)|2 dt

.

Furthermore, there exists an orthogonal basis {wk}∞k=1 of Xα, where wk ∈ Xα

is an eigenfunction corresponding to λk for k = 1, 2, . . .

Proof. First we know that Xα is a Hilbert space with the inner product

(2.9). Next, we will transform (2.13) into a problem about symmetric compact

operator. Since the imbedding of Xα in L2(R) is compact, then there exist

a constant CL such that

(2.15) ‖u‖L2(R) ≤ CL‖u‖Xα .

From Hölder inequality and (2.15), for given u ∈ L2(R) and any v ∈ Xα,∣∣∣∣ ∫
R
u(t)v(t) dt

∣∣∣∣ ≤ ‖u‖L2(R)‖v‖L2(R) ≤ CL‖u‖L2(R)‖v‖Xα .

In view of the Riesz theorem, there exists a unique ω0 ∈ Xα such that∫
R
u(t)v(t) dt = 〈ω0, v〉Xα , for all v ∈ Xα.

We now define the operator K : L2(R)→ Xα as Ku = ω0, so

‖Ku‖Xα ≤ CL‖u‖L2(R),

andK is a bounded linear operator from L2(R) toXα. Let S : Xα → L2(R) be an

imbedding operator, by Lemma 2.4, S is compact. Hence (2.13) is equivalent to

〈u, v〉Xα = 〈λω0, v〉Xα = 〈λKSu, v〉Xα , for all v ∈ Xα.

Therefore, (I − λKS)u = 0.

Since Xα is separable and KS is symmetric and compact, by Riesz–Schauder

theory, we know that all eigenvalue {λk} of KS are positive real numbers and

there are corresponding eigenfunctions which make up an orthogonal basis of

Xα and (2.14) holds. �

Let V = span{e1} be the one-dimensional eigenspace associated with λ1,

where e1 > 0 in R and ‖e1‖Xα = 1. Taking one subspace Y ⊂ Xα completing V

such that Xα = V ⊕ Y , there exists λ > λ1 such that∫
R

(|−∞Dα
t u(t)|2 + b(t)|u(t)|2) dt ≥ λ

∫
R
|u(t)|2 dt, for u ∈ Y.
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3. Existence solution by the minimal principle

The functional J : Xα → R corresponding to problem (1.1) is defined by

J(u) =
1

2
M

(∫
R
(|−∞Dα

t u(t)|2 + b(t)|u(t)|2) dt

)
−
∫
R
F (t, u(t)) dt(3.1)

=
1

2
M(‖u‖2Xα)−

∫
R
F (t, u(t)) dt,

where M(s) =
∫ s
0
M(t) dt and F (x, t) =

∫ t
0
f(x, s) ds and

(3.2) Φ(u) =
1

2
M

(∫
R
(|−∞Dα

t u(t)|2 + b(t)|u(t)|2) dt

)
.

In this section, we assume that f : R × R → R is a Carathéodory function

with subcritical growth with respect to t, that is:

(F1) |f(t, x)| ≤ h(t)|x|q−1 hold for all t ∈ R, x ∈ R, where 2 ≤ q < ∞
and h : R → R+ is a continuous function such that h ∈ L∞(R); and

M : R+ → R+ is a continuous function satisfying the following condition

(H0) M(t) ≥ mtα0−1 for all t ∈ R+, where m > 0, α0 > 1 and q < 2α0;

Now, we can state our main result in this section.

Theorem 3.1. Let L satisfies assumption (L). Then under assumptions (H0)

and (F1) the problem (1.1) has at least one weak solution in Xα.

Proof. Let (un) be a sequence that converges weakly to u in X0, so by

Remark 2.7, we have

(3.3)

un ⇀ u weakly in Xα,

un → u strongly in Lq(R), 2 ≤ q <∞.

Therefore, by the weak lower semicontinuous of the norm, one can get

lim inf
n→∞

∫
R
(|−∞Dα

t un(t)|2 + b(t)|un(t)|2) dt ≥
∫
R

(|−∞Dα
t u(t)|2 + b(t)|u(t)|2) dt.

Combining this with the continuity and monotonicity of the function M , we have

lim inf
n→∞

Φ(un) = lim inf
n→∞

1

2
M

(∫
R

(|−∞Dα
t un(t)|2 + b(t)|un(t)|2) dt

)
(3.4)

≥ 1

2
M

(
lim inf
n→∞

∫
R

(|−∞Dα
t un(t)|2 + b(t)|un(t)|2) dt

)
≥ 1

2
M

(∫
R

(|−∞Dα
t u(t)|2 + b(t)|u(t)|2) dt

)
= Φ(u).

By (F1), Remark 2.7 and the Hölder inequality, we get∫
R

(F (t, un(t)) − F (t, u(t))) dt(3.5)

≤
∫
R
f(t, u+ θn(un − u))|un − u| dt
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≤
∫
R
h(t)|u+ θn(un − u)|q−1|un(t)− u(t)| dx

≤‖h‖L∞(R)‖u+ θn(un − u)‖q−1Lq ‖un − u‖Lq ,

which tends to 0 as n → ∞, where 0 ≤ θn(t) ≤ 1, for all t ∈ R, From (3.4) and

(3.5), the functional J is weakly lower semicontinuous in Xα.

On the other hand, by assumptions (H0), (F1) and Remark 2.7, we have

J(u) =
1

2
M

(∫
R

(|−∞Dα
t u(t)|2 + b(t)|u(t)|2) dt

)
−
∫
R
F (t, u(t)) dt(3.6)

≥ m

2α0
‖u‖2α0

Xα −
∫
R
h(t)|u(t)|q dt

≥ m

2α0
‖u‖2α0

Xα − ‖h‖L∞(R)‖u‖qLq ≥
m

2α0
‖u‖2α0

Xα − ‖h‖L∞(R)C
q
q‖u‖

q
Xα .

Since q < 2α0, it follows from (3.6), that the functional J is coercive. Thus,

using the minimal principle, we deduce that the functional J has at least one

weak solution and therefore the problem (1.1) has at least one weak solution.�

4. Existence solution by Morse theory

In this section, we assume that M : R+ → R+ is a continuous function with

the following conditions:

(M0) there exists a constant m0 > 0 such that M(t) ≥ m0 for all t ≥ 0;

(M1) there exists a constant m1 > 0 such that M(t) ≤ m1 for all t ≥ 0.

Also, we make the following assumptions:

(F2) there exist r > 0, λ̃ ∈ (λ1, λ) such that m1λ1 < m0λ̃, and |u| ≤ r implies

m1λ1|u|2 ≤ 2F (t, u) ≤ m0λ̃|u|2;

(F3) 2F (t, x)/|x|2 < m0(λ1 − µ) For any µ > 0 and for all (t, x) ∈ (R,R);

(F4) lim
|x|→∞

(f(t, x)x− 2F (t, x)) = +∞.

Lemma 4.1. Assume that (L) and (M0) hold. Then Φ′ is of type (S+), i.e.

if un ⇀ u in X and

lim
n→∞

〈Φ′(un)− Φ′(u), un − u〉 = 0,

then un → u in Xα.

Proof. For all u, v ∈ Xα, we have

〈Φ′(u)− Φ′(v), u− v〉 = M

(∫
R

(|−∞Dα
t (u− v)(t)|2 + b(t)|(u− v)(t)|2) dt

)
×
∫
R

(|−∞Dα
t (u− v)(t)|2 + b(t)|(u− v)(t)|2) dt ≥ m0‖u− v‖2Xα .

So, the operator Φ′ is strongly monotone, then possesses the property of ty-

pe (S+). �
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Lemma 4.2. Assume that α ∈ (1/2, 1] and b(t) satisfies assumption (L).

Under assumptions (M0) and (F1), any bounded sequence {un} in Xα such that

J ′(un)→ 0 in (Xα)∗ as n→∞ has a convergent subsequence.

Proof. Since (un) is bounded in Xα and Xα is a reflexive Banach space and

so by passing to a subsequence (for simplicity denoted gain by {un}) if necessary,

by Remark 2.7, we may assume that

(4.1)

un ⇀ u weakly in Xα,

un → u strongly in Lq(Rn) (2 ≤ q <∞).

Therefore

〈J ′(un), un − u〉 → 0,

∫
R
f(t, un(t))(un(t)− u(t)) dt→ 0,

so, we get

εn‖un−u‖ ≥ 〈J ′(un), un−u〉 = 〈Φ′(un), un−u〉−
∫
R
f(t, un(t))(un(t)−u(t)) dt

with εn → 0. Thus lim sup
n→∞

〈Φ′(un), un − u〉 ≤ 0. By (4.1), it is easy to get

lim
n→∞

〈Φ′(u), un − u〉 = 0. Therefore

lim sup
n→∞

〈Φ′(un)− Φ′(u), un − u〉

≤ lim sup
n→∞

〈Φ′(un), un − u〉 − lim inf
n→∞

〈Φ′(u), un − u〉 ≤ 0.

Since Φ′ is of type (S+) (see Lemma 4.1), so we obtain un → u as n → ∞
in Xα. �

Lemma 4.3. Assume that α ∈ (1/2, 1] and b(t) satisfies assumption (L).

Under assumptions (M0), (F1) and (F3), the functional J is coercive in Xα.

Proof. By (F3) one can get for small enough µ > 0,

F (t, x) ≤ m0

2
(λ1 − µ)|x|2, for all t ∈ R, x ∈ R.

Thus, by definition of λ1, for u ∈ Xα

J(u) =
1

2
M

(∫
R
(|−∞Dα

t u(t)|2 + b(t)|u(t)|2) dt

)
−
∫
R
F (t, u(t)) dt

≥ m0

2
‖u‖2Xα −

m0

2
(λ1 − µ)‖u‖2L2

≥ m0

2

(
1− λ1 − µ

λ1

)
‖u‖2Xα → +∞ as ‖u‖Xα →∞.

Therefore, we have that J is coercive in Xα. �

By Lemmas 4.2 and 4.3, it follows that:
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Lemma 4.4. Under assumptions (M0), (F1) and (F3) (or substitute (F3) for

(F4)), the functional J satisfies the Palais–Smale condition.

Now, we recall the definition of local linking to proceed with our proof.

Definition 4.5. We say that a functional ϕ has a local linking to the de-

composition of the space X = V ⊕ Y near the origin 0 if and only if there is

a small ball Bρ with the center at 0 and small radius ρ > 0 such that

ϕ(v1) > ϕ(0), for v1 ∈ Bρ ∩ Y \ {0},

ϕ(v2) ≤ ϕ(0), for v2 ∈ Bρ ∩ V.

Lemma 4.6. Assume that α ∈ (1/2, 1] and b(t) satisfies assumption (L),

then under assumptions (M0), (M1), (F1) and (F2), the functional J has a local

linking at the origin with respect to Xα = V ⊕ Y , where V and Y are functional

subspaces of Xα in the Section 1.

Proof. First, we take u ∈ V ; since V is finite dimensional, by (2.11), we

can see that ‖u‖Xα ≤ ρ implies |u| ≤ r := ρCα, for all t ∈ R and ρ > 0 small

enough. Thus by (F2), for ‖u‖Xα ≤ ρ, we get

J(u) =
1

2
M

(∫
R
(|−∞Dα

t u(t)|2 + b(t)|u(t)|2) dt

)
−
∫
R
F (t, u(t)) dt

≤ m1

2
λ1

∫
R
|u(t)|2 dt−

∫
R
F (t, u(t)) dt

=

∫
|u|≤r

(
m1

2
λ1|u(t)|2 − F (t, u(t))

)
dt ≤ 0.

On the other hand, we take u ∈ Y ; from (F1), (F2) and the definition of λ, one

gets

J(u) =
1

2
M

(∫
R
(|−∞Dα

t u(t)|2 + b(t)|u(t)|2) dt

)
−
∫
R
F (t, u(t)) dt

≥ m0

2

(∫
R
(|−∞Dα

t u(t)|2 + b(t)|u(t)|2) dt− λ̃
∫
R
|u(t)|2 dt

)
−
∫
{|u|≤r}

(
F (t, u(t))− λ̃m0

2
|u(t)|2

)
dt

−
∫
{|u|>r}

(
F (t, u(t))− λ̃m0

2
|u(t)|2

)
dt

≥ m0

2

(
1− λ̃

λ

)
‖u‖2Xα − C3

∫
{|u|>r}

|u(t)|s dt

≥ m0

2

(
1− λ̃

λ

)
‖u‖2Xα − C3C

s
s‖u‖sXα ,

(2 < s <∞). So we can derive that when u ∈ Xα and 0 < ‖u‖Xα ≤ ρ and ρ > 0

small, J(u) > 0, which completes the proof. �



Solutions for a Kirchhoff Type Fractional Differential Equations 627

Remark 4.7. From the proof of Lemma 4.4, we can get a stronger result:

there exists a ρ0 > 0 such that for any 0 < ρ < ρ0, Bρ satisfies all the conditions

required by the definition of local linking. From this point of view, we can

conclude that 0 ∈ Xα is the unique critical point of J in a ball that is small

enough.

For an isolated critical point u ∈ K of a C1 functional f : E → R, we define

a the critical group of f at u as follows:

Cq(f, u) = Hq(fc ∩Bρ, fc ∩Bρ \ {u}), q = 0, 1, . . . ,

in which c = f(u), fc = {v ∈ E : f(t) ≤ c}, ρ > 0 is small and Hq( · , · ) the q-th

singular relative homology group with integer coefficients.

We say that u is an homological nontrivial critical point of f if at least one

of its critical groups is nontrivial.

Definition 4.8 ([5], [6]). We say f satisfies the deformation condition at

level c ∈ R if, for any δ > 0 and any neighbourhood B of c, there are ε > 0 and

a continuous deformation η : E × [0, 1]→ E such that

(a) η(u, t) = u for either t = 0 or u /∈ f−1[c− δ, c+ δ],

(b) f(η(u, t)) is nonincreasing in t for any u ∈ E,

(c) η(fc+ε \B) ⊂ fc−ε.

We note here that the usual Palais–Smale condition can imply the deforma-

tion condition.

Let f satisfy the deformation condition condition and let ]K < ∞. Take

a < inf fc. By the Morse theory, the information of all critical point of f are

contained in the Morse inequality

(4.2)
∑
u∈K

P (t, u) = P (t,∞) + (1 + t)Q(t),

where

(4.3) P (t, u) =

∞∑
q=0

dimCq(f, u)tq, P (t,∞) =

∞∑
q=0

dimHq(E, fa)tq,

are the Poincaré polynomials of f at u ∈ K and at infinity and Q(t) is a formal

series with nonnegative integer coefficients.

Now, we can give a result from Morse theory as follows.

Lemma 4.9 ([12, Theorem 2.1]). Let E be a Banach space and f : E → R
a C1 functional satisfying the Palais–Smale condition. Suppose that E has

a decomposition E = W ⊕ Z, where W is a finite dimensional subspace, say

dimW = m < ∞. Suppose that there exists a small ball Bρ with its center at

the origin 0 and small radius ρ > 0 such that

f(z) > f(0), for z ∈ Bρ ∩ Z \ {0};
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f(w) ≤ f(0), for w ∈ Bρ ∩W.

If 0 ∈ E is the unique critical point of f in Bρ, then

Cm(f, 0) = Hm(fc ∩Bρ, fc ∩Bρ \ {0}) 6= 0.

Here, since dimW = 1 <∞, by Lemma 4.6, Remark 4.7 and Lemma 4.9, we

have the following lemma:

Lemma 4.10. Assume that α ∈ (1/2, 1] and b(t) satisfies assumption (L),

then under assumptions (M0), (M1), (F1) and (F2), 0 is a critical point of J

and C1(J, 0) 6= 0.

Proposition 4.11 ([12]). Assume that J has a critical point u = 0 with

J(0) = 0. If J has a local linking at 0 with respect to X = V ⊕W , k = dimV <

∞, i.e. there exists ρ > 0 small such that

J(0) ≤ 0, u ∈ V, ‖u‖ ≤ ρ,

J(u) > 0, u ∈W, 0 < ‖u‖ ≤ ρ,

Then Ck(J, 0) � 0; that is, 0 is an homological nontrivial critical point of J .

Now, we can state our main result.

Theorem 4.12. Let α ∈ (1/2, 1] and b(t) satisfies assumption (L). Assume

(M0), (M1), (F1)–(F3) hold, then the problem (1.1) has at least two nontrivial

weak solutions in Xα.

Proof. By Lemmas 4.3, 4.4 and Definition 4.8, J is coercive and satisfies

the Palais–Smale condition and deformation condition. Thus J is bounded be-

low. By Lemmas 4.6, 4.10 and Proposition 4.11, the trivial solution 0 ∈ Xα

is a homologically nontrivial critical point of J but not a minimizer. Since J

is bounded from below and satisfies the deformation property, it follows that J

attains its minimum at some u∗ ∈ Xα and Cq(J, u
∗) ∼= δq,0Z. Set a < inf J(Xα),

then Hq(X
α, Ja) ∼= δq,0Z. Now, we may assume that u∗ is the only minimizer of

J . Assume that J has only two critical points 0 and u∗, i.e. K = {0, u∗}. Then

the Morse inequality (4.2) reads as

(4.4) P (t, 0) + P (t, u∗) = P (t,∞) + (1 + t)Q(t).

It follows that P (t, 0) = (1 + t)Q(t). Because 0 is not a minimizer of J and

is homologically nontrivial, we see that C0(J, 0) ∼= 0 and P (t, 0) 6= 0. So by

Lemma 4.10, we have H1(Jc0 , Jc0 \ {0}) = C1(J, 0) 6= 0 where c0 = J(0). By the

deformations Xα ' Jc0 and Jc0 \ {0} ' {u∗}, one can get

H1(Jc0) ∼= H1(Xα), H1(Jc0 \ {0}) ∼= H0(Jc0 \ {0}) ∼= 0.

Now from the exact sequence

· · · → H1(Jc0 \{0})→ H1(Jc0)→ H1(Jc0)(Jc0 , Jc0 \{0})→ H0(Jc0 \{0})→ · · · ,
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we see easily that H1(Jc0)(Jc0 , Jc0 \ {0}) = C1(J, 0) ∼= 0. This is contradiction

from Lemma 4.10. Then J at least three critical points. Also, by Lemma 4.10,

0 is a trivial critical point of J . Therefore, taking into account that the critical

points of the functional J are exactly the weak solutions of systems (1.1), we

have the conclusion. �
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