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#### Abstract

Fixed point theorems of Krasnosel'skiĭ type are obtained for the localization of positive solutions in a set defined by means of the norm and of a semi-norm. In applications to elliptic boundary value problems, the semi-norm comes from the Moser-Harnack inequality for nonnegative superharmonic functions whose use is crucial for the estimations from below. The paper complements and gives a fixed point alternative approach to our similar results recently established in the frame of critical point theory. It also provides a new method for discussing the existence and multiplicity of positive solutions to elliptic boundary value problems


## 1. Introduction

The main motivation of this paper comes from the already classical problem of positive solutions for a semi-linear elliptic equation

$$
\begin{cases}-\Delta u=f(u) & \text { in } \Omega,  \tag{1.1}\\ u>0 & \text { in } \Omega, \\ u=0 & \text { on } \partial \Omega .\end{cases}
$$
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Here $\Omega$ is a bounded domain in $\mathbb{R}^{n}$ with smooth boundary and $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is continuous. Existence, uniqueness and multiplicity of its solutions have been the subject of many papers in the the last four decades and required different type of arguments such as upper and lower solution method, variational techniques and topological degree method (see e.g. [1]-[3], [7], [8], [14], [21], [24]). In the same time, lots of papers have been produced dealing with positive solutions of two- and multi-point boundary value problems for ordinary differential equations. The tools that have been used in these two directions were the same, or similar, in some cases, and different in others. For instance, the compressionexpansion fixed point theorems of Krasnosel'skiŭ [17] have been extensively used as basic tool for the existence and localization of positive solutions to ordinary differential equations (see e.g. [4], [9], [10], [13], [18]-[20], [22], [25], [27], [31]), but almost never applied to partial differential equations, except particular situations which can be reduced to ordinary differential equations, such as the case of radial solutions. It is the aim of this paper to make this technique work for elliptic equations too. The main ingredient is the Moser-Harnack inequality for nonnegative superharmonic functions. We show that this local inequality is enough to produce a suitable cone of functions for that Krasnosel'skiì's technique works for the nonlinear operator associated to (1.1).

To make clear the appropriateness of the Krasnosel'skiì's results for ordinary differential equations and their limits of applicability to partial differential equations, we first shortly discuss problem (1.1) for $n=1$, i.e.

$$
\begin{cases}L u:=-u^{\prime \prime}=f(u) & \text { in }(0,1)  \tag{1.2}\\ u>0 & \text { in }(0,1) \\ u(0)=u(1)=0 . & \end{cases}
$$

This problem is equivalent to the fixed point equation $u=N u$ in $C\left([0,1], \mathbb{R}_{+}\right)$, where $N=L^{-1} F$,

$$
\begin{aligned}
(F u)(x) & =f(u(x)), & & x \in[0,1], u \in C\left([0,1], \mathbb{R}_{+}\right), \\
\left(L^{-1} h\right)(x) & =\int_{0}^{1} G(x, y) h(y) d y, & & x \in[0,1], h \in C\left([0,1], \mathbb{R}_{+}\right)
\end{aligned}
$$

and $G(x, y)$ is the Green function

$$
G(x, y)= \begin{cases}x(1-y) & \text { for } 0 \leq x \leq y \leq 1 \\ (1-x) y & \text { for } 0 \leq y<x \leq 1\end{cases}
$$

The following properties are essential for the applicability of Krasnosel'skiì's technique:
(a) $G(x, y) \leq G(y, y)$ for all $x, y \in[0,1]$; and
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(b) for each subinterval $\Omega_{0}=(a, b)$ of $\Omega=(0,1), 0<a<b<1$, there exists a constant $M>0$ with

$$
G(x, y) \geq M G(y, y) \quad \text { for all } x \in[a, b], y \in[0,1]
$$

These imply that for each $h \in L^{2}\left([0,1], \mathbb{R}_{+}\right)$and all $x \in[a, b], x^{\prime} \in[0,1]$, one has

$$
\begin{aligned}
\left(L^{-1} h\right)(x) & =\int_{0}^{1} G(x, y) h(y) d y \geq M \int_{0}^{1} G(y, y) h(y) d y \\
& \geq M \int_{0}^{1} G\left(x^{\prime}, y\right) h(y) d y=M\left(L^{-1} h\right)\left(x^{\prime}\right)
\end{aligned}
$$

This yields the fundamental estimation from bellow

$$
\begin{equation*}
\left(L^{-1} h\right)(x) \geq M\left|L^{-1} h\right|_{\infty} \quad \text { for all } x \in[a, b] \tag{1.3}
\end{equation*}
$$

Here by $|\cdot|_{\infty}$ we have denoted the maximum norm in $C[0,1]$. Based on this estimation one defines the cone

$$
K=\left\{u \in C\left([0,1], \mathbb{R}_{+}\right): u(x) \geq M|u|_{\infty} \quad \text { for all } x \in[a, b]\right\}
$$

and one can infer that $N(K) \subset K$. This is the framework where the compressionexpansion theorems of Krasnosel'skiü's type can be easily applied. For instance, we may use the following version:

Theorem 1.1 (Krasnosel'skiǐ). Let $(X,|\cdot|)$ be a Banach space, $K$ a cone of $X$ and $N: K \rightarrow K$ a completely continuous operator. Assume that for some $\alpha, \beta>0, \alpha \neq \beta$, the following conditions are satisfied:

$$
\begin{array}{ll}
N u \nsucceq u & \text { for all } u \in K,|u|=\alpha, \\
N u \nsupseteq u & \text { for all } u \in K,|u|=\beta . \tag{1.5}
\end{array}
$$

Then $N$ has a fixed point $u \in K$ with $\min \{\alpha, \beta\}<|u|<\max \{\alpha, \beta\}$.
Assume that function $f$ from (1.1) is nondecreasing. If

$$
\begin{equation*}
\frac{f(M \alpha)}{\alpha}>\frac{1}{A} \tag{1.6}
\end{equation*}
$$

where $A=\int_{a}^{b} G\left(x^{*}, y\right) d y=\left(L^{-1} \chi_{\Omega_{0}}\right)\left(x^{*}\right)\left(\chi_{\Omega_{0}}\right.$ is the characteristic function of $\Omega_{0}$ ) and $x^{*}$ is a chosen point in $[0,1]$, then condition (1.4) holds. Indeed, otherwise, if for some $u \in K,|u|_{\infty}=\alpha$, one has $N u \leq u$, then

$$
\begin{aligned}
\alpha & \geq u\left(x^{*}\right) \geq(N u)\left(x^{*}\right)=L^{-1}(F u)\left(x^{*}\right) \geq L^{-1}\left[(F u) \chi_{\Omega_{0}}\right]\left(x^{*}\right) \\
& \geq L^{-1}\left[f(M \alpha) \chi_{\Omega_{0}}\right]\left(x^{*}\right)=f(M \alpha)\left(L^{-1} \chi_{\Omega_{0}}\right)\left(x^{*}\right)=f(M \alpha) A
\end{aligned}
$$

a contradiction to (1.6). Also, if

$$
\begin{equation*}
\frac{f(\beta)}{\beta}<\frac{1}{B} \tag{1.7}
\end{equation*}
$$

where $B=\max _{x \in[0,1]} \int_{0}^{1} G(x, y) d y=\left|L^{-1} 1\right|_{\infty}$, then (1.5) holds. Assume by contradiction that $N u \geq u$ for some $u \in K,|u|_{\infty}=\beta$. Then, for some $x^{\prime} \in[0,1]$, one has $|u|_{\infty}=u\left(x^{\prime}\right)$ and

$$
\beta=u\left(x^{\prime}\right) \leq(N u)\left(x^{\prime}\right)=L^{-1} F(u)\left(x^{\prime}\right) \leq f(\beta)\left(L^{-1} 1\right)\left(x^{\prime}\right) \leq f(\beta) B
$$

This contradicts (1.7). Therefore, if $f$ is nondecreasing and satisfies (1.6) and (1.7), then (1.2) has a solution with $\min \{\alpha, \beta\}<|u|_{\infty}<\max \{\alpha, \beta\}$.

Notice that all the above arguments would be valuable for $n>1$ and $L=-\Delta$, provided that the global Harnack type inequality (1.3) holds in a subdomain $\Omega_{0}$ of $\Omega$ with $\bar{\Omega}_{0} \subset \Omega$ (see [29]). Unfortunately, such a result is not known for $n>1$ and we may assert that this is the reason for which Krasnosel'skiǐ's fixed point theorems in cones could not be directely applied to partial differential equations. However, instead of global inequality (1.3), a local Moser-Harnack inequality [23], [11], [15], [16] holds for $n>1$, namely:

Lemma 1.2 (Moser). Let $n \geq 3$ and $1 \leq p<n /(n-2)$, or $n=2$ and $1 \leq$ $p<\infty$, and let $R>0$. Then there exists a constant $M_{0}=M_{0}(n, p, R)>0$ such that for every nonnegative superharmonic function $u$ in $B_{4 R}\left(x_{0}\right)$, the following inequality is satisfied

$$
\begin{equation*}
u(x) \geq M_{0}|u|_{L^{p}\left(B_{2 R}\left(x_{0}\right)\right)} \quad \text { for } x \in B_{R}\left(x_{0}\right) \tag{1.8}
\end{equation*}
$$

In the previous lemma, by $B_{\rho}\left(x_{0}\right)$, we have mean the open ball in $\mathbb{R}^{n}$ of centre $x_{0}$ and radius $\rho$ and by a superharmonic function in a domain $\Omega \subset \mathbb{R}^{n}$, any function $u \in H^{1}(\Omega)$ satisfying

$$
\Delta u \leq 0 \quad \text { in } \mathcal{D}^{\prime}(\Omega)
$$

that is,

$$
\int_{\Omega} \nabla u \cdot \nabla w \geq 0 \quad \text { for every } w \in C_{0}^{\infty}(\Omega) \text { with } w \geq 0 \text { in } \Omega
$$

A similar estimation to (1.8) also holds on any bounded subdomain $\Omega_{0}$ with $\bar{\Omega}_{0} \subset \Omega$ (i.e. $\Omega_{0} \Subset \Omega$ ), as shows the following theorem.

Theorem 1.3. Let $n \geq 3$ and $1 \leq p<n /(n-2)$, or $n=2$ and $1 \leq p<\infty$, and let $\Omega_{0} \Subset \Omega$. Then there exists a constant $M=M\left(n, p, \Omega, \Omega_{0}\right)>0$ such that for every nonnegative superharmonic function $u$ in $\Omega$, the following inequality holds:

$$
\begin{equation*}
u(x) \geq M|u|_{L^{p}\left(\Omega_{0}\right)} \quad \text { for } x \in \Omega_{0} \tag{1.9}
\end{equation*}
$$

Proof. We fix any number $R>0$ with $4 R<\operatorname{dist}\left(\Omega_{0}, \partial \Omega\right)$ and we consider a finite open cover of the compact $\bar{\Omega}_{0}$ :

$$
B_{2 R / 3}\left(x_{1}\right), B_{2 R / 3}\left(x_{2}\right), \ldots, B_{2 R / 3}\left(x_{m}\right)
$$

From (1.8) it follows that there is a constant $M_{1} \in(0,1)$ such that for every nonnegative superharmonic function $u$ in $\Omega$,

$$
\begin{equation*}
|u|_{L^{p}\left(B_{2 R / 3}\left(x_{\nu}\right)\right)} \geq M_{1}|u|_{L^{p}\left(B_{2 R}\left(x_{\nu}\right)\right)}, \quad \nu=1, \ldots, m . \tag{1.10}
\end{equation*}
$$

We claim that there exists a constant $\mu>0$ with

$$
\begin{equation*}
|u|_{L^{p}\left(B_{2 R / 3}\left(x_{i}\right)\right)} \geq \mu|u|_{L^{p}\left(B_{2 R / 3}\left(x_{j}\right)\right)} \tag{1.11}
\end{equation*}
$$

for all $i, j \in\{1, \ldots, m\}$. Indeed, if $i \neq j$, we can choose distinct $i_{0}=i$, $i_{1}, i_{2}, \ldots, i_{k-1}, i_{k}=j$ from the set $\{1, \ldots, m\}$ with $k \leq m$ and $\left|x_{i_{\nu}}-x_{i_{\nu-1}}\right| \leq$ $4 R / 3$ for $\nu=1, \ldots, k$. Then, for every $x \in B_{2 R / 3}\left(x_{i_{1}}\right)$, one has $\left|x-x_{i_{1}}\right|<2 R / 3$ and since $\left|x_{i_{1}}-x_{i_{0}}\right| \leq 4 R / 3$, we infer that $\left|x-x_{i_{0}}\right| \leq\left|x-x_{i_{1}}\right|+\left|x_{i_{1}}-x_{i_{0}}\right|<2 R$. Hence $B_{2 R / 3}\left(x_{i_{1}}\right) \subset B_{2 R}\left(x_{i_{0}}\right)$ and so

$$
|u|_{L^{p}\left(B_{2 R}\left(x_{i_{0}}\right)\right)} \geq|u|_{L^{p}\left(B_{2 R / 3}\left(x_{i_{1}}\right)\right)} .
$$

This together with (1.10) yields

$$
|u|_{L^{p}\left(B_{2 R / 3}\left(x_{i_{0}}\right)\right)} \geq M_{1}|u|_{L^{p}\left(B_{2 R / 3}\left(x_{i_{1}}\right)\right)} .
$$

If we repeat successively the above argument we finally obtain

$$
|u|_{L^{p}\left(B_{2 R / 3}\left(x_{i_{0}}\right)\right)} \geq M_{1}^{k}|u|_{L^{p}\left(B_{2 R / 3}\left(x_{j}\right)\right)} .
$$

Since $k \leq m$ and $M_{1}<1$, one has $M_{1}^{k} \geq M_{1}^{m}$ and so (1.11) holds with $\mu=M_{1}^{m}$. Now for every $x \in \Omega_{0}$, there is $i \in\{1, \ldots, m\}$ with $x \in B_{2 R / 3}\left(x_{i}\right)$. Then

$$
u^{p}(x) \geq M_{0}^{p}|u|_{L^{p}\left(B_{2 R}\left(x_{i}\right)\right)}^{p} \geq M_{0}^{p}|u|_{L^{p}\left(B_{2 R / 3}\left(x_{i}\right)\right)}^{p} \geq \frac{M_{0}^{p} \mu^{p}}{m} \sum_{j=1}^{m}|u|_{L^{p}\left(B_{2 R / 3}\left(x_{j}\right)\right)}^{p}
$$

Since $\Omega_{0} \subset \bigcup_{j=1}^{m} B_{2 R / 3}\left(x_{j}\right)$, we have

$$
\sum_{j=1}^{m}|u|_{L^{p}\left(B_{2 R / 3}\left(x_{j}\right)\right)}^{p} \geq|u|_{L^{p}\left(\Omega_{0}\right)}^{p} .
$$

Hence

$$
u(x) \geq \frac{M_{0} \mu}{m^{1 / p}}|u|_{L^{p}\left(\Omega_{0}\right)} \quad\left(x \in \Omega_{0}\right)
$$

which proves (1.9) with $M=M_{0} \mu / m^{1 / p}$.
Our goal in this paper is to show that local estimation (1.9) is enough for making Krasnosel'skií's technique applicable to elliptic problems. The main idea, incipiently introduced in [26], [28], is to try to localize solutions in a conical "annulus" jointly defined by the norm and a semi-norm, the last one beeing suggested by the Moser-Harnack inequality. The same idea is used in [30] in the framework of critical point theory.

## 2. Main abstract results

Let $X, Y$ be normed linear spaces with norm $|\cdot|_{X}$ and $|\cdot|_{Y}$, respectively and let $\mathcal{I}: X \rightarrow Y$ be a continuous linear map. For any element $u \in X$, we shall denote

$$
\|u\|:=|\mathcal{I} u|_{Y} .
$$

Clearly $\|\cdot\|$ is a semi-norm on $X$. In what follows we shall design the norm $|\cdot|_{X}$ by $|\cdot|$, for simplicity.

Let $K$ be a wedge in $X$, i.e. a closed convex set with $\lambda K \subset K$ for every $\lambda \in \mathbb{R}_{+}$, and let $\phi \in K$ with $|\phi|=1$ be any fixed element. Then for any positive numbers $R_{0}, R_{1}$ with $R_{0}<\|\phi\| R_{1}$, there exists a $\mu>0$ such that $\|\mu \phi\|>R_{0}$ and $|\mu \phi|<R_{1}$. Hence the set $K_{R_{0} R_{1}}=\left\{u \in K: R_{0}<\|u\|,|u|<R_{1}\right\}$ is nonempty.

Theorem 2.1. Let $N: K \rightarrow K$ be completely continuous and let $h \in K$ with $\|h\|>R_{0}$. Assume that the following conditions are satisfied:

$$
\begin{equation*}
N u \neq \lambda u \quad \text { for }|u|=R_{1}, \lambda \geq 1 \tag{2.1}
\end{equation*}
$$

$$
(1-\mu) N\left(\min \left\{\frac{R_{1}}{|u|}, 1\right\} u\right)+\mu h \neq u
$$

$$
\text { for } 0 \leq \mu \leq 1,\|u\|=R_{0},|u| \leq R_{2}
$$

where $R_{2}=\max \left\{R_{1},|h|, \max _{|u| \leq R_{1}}|N(u)|\right\}$. Then $N$ has a fixed point $u$ in $K_{R_{0} R_{1}}$.
Proof. Let us denote $C:=\left\{u \in K:|u| \leq R_{2}\right\}$ and define $\tilde{N}: C \rightarrow C$,

$$
\widetilde{N} u= \begin{cases}N u & \text { if }|u| \leq R_{1} \\ N\left(\frac{R_{1}}{|u|} u\right) & \text { if } R_{1}<|u| \leq R_{2}\end{cases}
$$

Clearly $C$ is a convex closed subset of $X$ and $\tilde{N}$ is a compact map. Let us consider two open sets in $C$, namely

$$
U_{1}:=\left\{u \in C:|u|<R_{1}\right\}, \quad U_{2}:=\left\{u \in C:\|u\|<R_{0}\right\}
$$

From (2.1), (2.2) it follows that $\widetilde{N}$ is fixed point free on $\partial U_{1}$ and $\partial U_{2}$. Now (2.1) and Theorem 7.3 in [12] guarantee that

$$
i\left(\tilde{N}, U_{1}\right)=1
$$

Here $i\left(\widetilde{N}, U_{1}\right)$ stands for the fixed point index of $\widetilde{N}$ in $U_{1}$. Furthermore we remark that $\partial U_{2}=\left\{u \in K:\|u\|=R_{0},|u| \leq R_{2}\right\}$ and that (2.2) implies for $\widetilde{N}$ the following behavior on $\partial U_{2}$ :

$$
(1-\mu) \widetilde{N} u+\mu h \neq u \quad \text { for } u \in \partial U_{2}
$$

Then

$$
i\left(\widetilde{N}, U_{2}\right)=i\left(h, U_{2}\right)=0
$$

since $h \in C \backslash \bar{U}_{2}$. From

$$
\begin{aligned}
& 1=i\left(\widetilde{N}, U_{1}\right)=i\left(\widetilde{N}, U_{1} \backslash \bar{U}_{2}\right)+i\left(\widetilde{N}, U_{1} \cap U_{2}\right), \\
& 0=i\left(\widetilde{N}, U_{2}\right)=i\left(\widetilde{N}, U_{2} \backslash \bar{U}_{1}\right)+i\left(\widetilde{N}, U_{1} \cap U_{2}\right),
\end{aligned}
$$

by substraction we have

$$
\begin{equation*}
i\left(\tilde{N}, U_{1} \backslash \bar{U}_{2}\right)-i\left(\tilde{N}, U_{2} \backslash \bar{U}_{1}\right)=1 \tag{2.3}
\end{equation*}
$$

Notice that if $u \in U_{2} \backslash \bar{U}_{1}$, then $\|u\|<R_{0}$ and $|u|>R_{1}$. Hence $\tilde{N}(u)=$ $N\left(R_{1} /|u| u\right) \neq u$ as shows (2.1). Thus $i\left(\tilde{N}, U_{2} \backslash \bar{U}_{1}\right)=0$. Then (2.3) implies

$$
i\left(\tilde{N}, U_{1} \backslash \bar{U}_{2}\right)=1
$$

and so $\widetilde{N}$ has a fixed point in $U_{1} \backslash \bar{U}_{2}$. The conclusion now follows if we remark that $U_{1} \backslash \bar{U}_{2}=K_{R_{0} R_{1}}$, and that $\widetilde{N}$ coincides with $N$ on $U_{1} \backslash \bar{U}_{2}$.

Remark 2.2. (a) In particular, if $N$ is a self-mapping of the set $\{u \in K$ : $\left.|u| \leq R_{1}\right\}$ and $|h| \leq R_{1}$, then $R_{2}=R_{1}$ and condition (2.2) reduces to

$$
(1-\mu) N u+\mu h \neq u \quad \text { for }\|u\|=R_{0},|u| \leq R_{1}, 0 \leq \mu \leq 1
$$

(b) In the classical case $X=Y,|\cdot|=\|\cdot\|$ and $I=\mathrm{id}$, we have $R_{0}<R_{1}$ and (2.2) reduces to the condition

$$
(1-\mu) N u+\mu h \neq u \quad \text { for }|u|=R_{0}, 0 \leq \mu \leq 1
$$

(for some $h \in K$ with $|h|>R_{0}$ ), which is independent of $R_{1}$ and $R_{2}$.
We also have a three solutions existence result:
Theorem 2.3. Under the assumptions of Theorem 2.1, if in addition there exists a number $R_{-1}$ with $0<R_{-1}<R_{0} /|\mathcal{I}|$ and

$$
\begin{equation*}
N u \neq \lambda u \quad \text { for }|u|=R_{-1}, \lambda \geq 1, \tag{2.4}
\end{equation*}
$$

then $N$ has three fixed points $u_{1}, u_{2}, u_{3}$ with

$$
R_{0}<\left\|u_{1}\right\|, \quad\left|u_{1}\right|<R_{1} ; \quad R_{-1}<\left|u_{2}\right|<R_{1}, \quad\left\|u_{2}\right\|<R_{0} ; \quad\left|u_{3}\right|<R_{-1}
$$

Proof. Theorem 2.1 guarantees a fixed point $u_{1}$ with $R_{0}<\left\|u_{1}\right\|,\left|u_{1}\right|<R_{1}$. Also, (2.4) implies $i\left(\tilde{N}, U_{3}\right)=1$, where $U_{3}=\left\{u \in K:|u|<R_{-1}\right\}$. Hence a second fixed point $u_{3}$ exists in $U_{3}$. Finally, since $\bar{U}_{3} \subset U_{2}$, we have

$$
i\left(\tilde{N}, U_{2} \backslash \bar{U}_{3}\right)=i\left(\tilde{N}, U_{2}\right)-i\left(\tilde{N}, U_{3}\right)=0-1=-1
$$

whence a third fixed point $u_{2}$ in $U_{2} \backslash \bar{U}_{3}$.

## 3. Application to elliptic boundary value problems

We now return to problem (1.1) assuming that $\Omega$ is a bounded regular domain in $\mathbb{R}^{n}, n \geq 2$, and $f: \mathbb{R}_{+} \rightarrow R_{+}$is continuous. We seek positive solutions, i.e. $u \in C^{1}(\bar{\Omega}), u(x)>0$ for all $x \in \Omega$ and $u$ satisfies (1.1), where $\Delta u$ is considered in the sense of distributions.

We recall (see [5, Lemma 1.1] and [6, p. 317]) that if $\Omega$ is a bounded regular domain of class $C^{1, \beta}$ for some $\beta \in(0,1)$ and $g \in L^{\infty}(\Omega)$, then the weak solution in $H_{0}^{1}(\Omega)$ of

$$
\begin{cases}-\Delta u=g & \text { in } \Omega  \tag{3.1}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

belongs to $C^{1}(\bar{\Omega})$. Also the linear solution operator $(-\Delta)^{-1}: L^{\infty}(\Omega) \rightarrow C^{1}(\bar{\Omega})$ assigning to each $g \in L^{\infty}(\Omega)$, the corresponding solution of (3.1), is continuous, compact and order-preserving.

In order to apply the abstract results from Section 2 , let $X=C_{0}(\bar{\Omega})$,

$$
C_{0}(\bar{\Omega}):=\{u \in C(\bar{\Omega}): u=0 \text { on } \partial \Omega\}
$$

with norm $|u|=|u|_{\infty}=\max _{\bar{\Omega}}|u(x)|$. We fix any $\Omega_{0} \Subset \Omega$ and we let $Y=L^{p}\left(\Omega_{0}\right)$, where $p \in[1, n /(n-2))$ if $n>2$ and $p \in[1, \infty)$ for $n=2$, with norm

$$
\|v\|=\left(\int_{\Omega_{0}}|v|^{p} d x\right)^{1 / p} \quad\left(v \in L^{p}\left(\Omega_{0}\right)\right)
$$

In this case we take $\mathcal{I}: C_{0}(\bar{\Omega}) \rightarrow L^{p}\left(\Omega_{0}\right), \mathcal{I} u=\left.u\right|_{\Omega_{0}}$ (restriction of $u$ to $\left.\Omega_{0}\right)$. Since for any $u \in C_{0}(\bar{\Omega}),\|u\| \leq|u|\left(\operatorname{mes}\left(\Omega_{0}\right)\right)^{1 / p}$, we have

$$
|\mathcal{I}| \leq\left(\operatorname{mes}\left(\Omega_{0}\right)\right)^{1 / p}
$$

Let $K=\left\{u \in C_{0}\left(\bar{\Omega} ; \mathbb{R}_{+}\right): u(x) \geq M\|u\|\right.$ for all $\left.x \in \Omega_{0}\right\}$, where constant $M>0$ comes from Moser-Harnack inequality (1.8). Define

$$
N: C\left(\bar{\Omega} ; \mathbb{R}_{+}\right) \rightarrow C_{0}(\bar{\Omega}) \quad \text { by } \quad N(u)=(-\Delta)^{-1} F(u)
$$

where

$$
F: C\left(\bar{\Omega} ; \mathbb{R}_{+}\right) \rightarrow C(\bar{\Omega}), \quad F(u)(x)=f(u(x))
$$

Since $f \geq 0$, and $(-\Delta)^{-1}$ is positive, we have that $N$ maps the set $C\left(\bar{\Omega} ; \mathbb{R}_{+}\right)$ into itself. Also, by the Moser-Harnack inequality, we have $N(K) \subset K$.

In this case we can take $\phi$ be the positive eigenfunction corresponding to the first eigenvalue $\lambda_{1}$, i.e.

$$
\begin{aligned}
\Delta \phi+\lambda_{1} \phi=0 & \text { in } \Omega \\
\phi=0 & \text { on } \partial \Omega
\end{aligned}
$$

with $|\phi|=1$.

Let $\chi_{\Omega_{0}}$ be the characteristic function of $\Omega_{0}$, i.e. $\chi_{\Omega_{0}}(x)=1$ if $x \in \Omega_{0}$, $\chi_{\Omega_{0}}(x)=0$ otherwise, and let $C=|1|_{L^{p}\left(\Omega_{0}\right)}=\left(\operatorname{mes}\left(\Omega_{0}\right)\right)^{1 / p}$. We note that $M C \leq 1$. Indeed, from

$$
(-\Delta)^{-1} \chi_{\Omega_{0}} \geq M\left\|(-\Delta)^{-1} \chi_{\Omega_{0}}\right\| \quad \text { in } \Omega_{0}
$$

we obtain

$$
\left\|(-\Delta)^{-1} \chi_{\Omega_{0}}\right\| \geq M C\left\|(-\Delta)^{-1} \chi_{\Omega_{0}}\right\|
$$

whence $M C \leq 1$. Denote

$$
A:=\frac{1}{M C\left\|(-\Delta)^{-1} \chi_{\Omega_{0}}\right\|} \quad \text { and } \quad B:=\frac{1}{\left|(-\Delta)^{-1} 1\right|}
$$

Theorem 3.1. Assume that there exist $R_{0}, R_{1}$ with $0<R_{0}<M C\|\phi\| R_{1}$ such that

$$
\begin{align*}
& \frac{\min _{\tau \in\left[M R_{0}, R_{1}\right]} f(\tau)}{R_{0}}>A  \tag{3.2}\\
& \max _{\tau \in\left[0, R_{1}\right]} f(\tau)  \tag{3.3}\\
& R_{1}
\end{align*}, B
$$

Then (1.1) has at least one solution with $R_{0}<\|u\|,|u|<R_{1}$.
Remark 3.2. If $f$ is nondecreasing on $\left[0, R_{1}\right]$, then (3.2), (3.3) become respectively

$$
\begin{align*}
\frac{f\left(M R_{0}\right)}{R_{0}} & >A  \tag{3.4}\\
\frac{f\left(R_{1}\right)}{R_{1}} & <B \tag{3.5}
\end{align*}
$$

showing the behavior of nonlinearity $f$ at only two points $M R_{0}$ and $R_{1}$.
Proof. We shall apply Theorem 2.1. We show that (2.1) holds. In fact we have more, namely that $|N(u)|<R_{1}$ for all $u \in K$ with $|u| \leq R_{1}$. Indeed, from

$$
f(u(x)) \leq \max _{\tau \in\left[0, R_{1}\right]} f(\tau)
$$

and (3.3), we have
$|N(u)|=\left|(-\Delta)^{-1} f(u)\right| \leq\left|(-\Delta)^{-1} \max _{\tau \in\left[0, R_{1}\right]} f(\tau)\right|=\max _{\tau \in\left[0, R_{1}\right]} f(\tau)\left|(-\Delta)^{-1} 1\right|<R_{1}$.
Next we show that (2.2) holds for $h:=R_{1} \phi$, when, in view of Remark 2.2(a), $R_{2}=R_{1}$. One has

$$
\|h\|=R_{1}\|\phi\|>\frac{R_{0}}{M C} \geq R_{0}
$$

Assume that (2.2) does not hold. Then

$$
\begin{equation*}
(1-\mu) N(u)+\mu h=u \tag{3.6}
\end{equation*}
$$

for some $u$, $\mu$ with $\|u\|=R_{0},|u| \leq R_{1}, 0 \leq \mu \leq 1$. Since $(-\Delta)^{-1}$ is orderpreserving and $u(x) \geq M R_{0}$ in $\Omega_{0}$, we have

$$
N(u)=(-\Delta)^{-1} f(u) \geq(-\Delta)^{-1}\left[f(u) \chi_{\Omega_{0}}\right] \geq \min _{\tau \in\left[M R_{0}, R_{1}\right]} f(\tau)(-\Delta)^{-1} \chi_{\Omega_{0}}
$$

Then (3.6) implies

$$
\begin{aligned}
\mathcal{I} u & \geq \mu \mathcal{I} h+(1-\mu) \min _{\tau \in\left[M R_{0}, R_{1}\right]} f(\tau) \mathcal{I}(-\Delta)^{-1} \chi_{\Omega_{0}} \\
& \geq \mu M\|h\|+(1-\mu) M \min _{\tau \in\left[M R_{0}, R_{1}\right]} f(\tau)\left\|(-\Delta)^{-1} \chi_{\Omega_{0}}\right\| \\
& \geq \mu M \frac{R_{0}}{M C}+(1-\mu) M \min _{\tau \in\left[M R_{0}, R_{1}\right]} f(\tau)\left\|(-\Delta)^{-1} \chi_{\Omega_{0}}\right\| .
\end{aligned}
$$

Taking the norm in $L^{p}\left(\Omega_{0}\right)$ we obtain

$$
\begin{aligned}
R_{0}=\|u\| & \geq\left(\mu M \frac{R_{0}}{M C}+(1-\mu) M \min _{\tau \in\left[M R_{0}, R_{1}\right]} f(\tau)\left\|(-\Delta)^{-1} \chi_{\Omega_{0}}\right\|\right)|1|_{L^{p}\left(\Omega_{0}\right)} \\
& =\mu R_{0}+(1-\mu) M C \min _{\tau \in\left[M R_{0}, R_{1}\right]} f(\tau)\left\|(-\Delta)^{-1} \chi_{\Omega_{0}}\right\|
\end{aligned}
$$

Consequently

$$
R_{0} \geq M C \min _{\tau \in\left[M R_{0}, R_{1}\right]} f(\tau)\left\|(-\Delta)^{-1} \chi_{\Omega_{0}}\right\|
$$

which contradicts (3.2). Now the conclusion follows from Theorem 2.1.
Theorem 2.3 yields two and three solutions existence results:
Theorem 3.3. Assume that there exist $R_{-1}, R_{0}, R_{1}$ with $|\mathcal{I}| R_{-1}<R_{0}<$ $M C\|\phi\| R_{1} \quad$ such that (3.2), (3.3) and

$$
\frac{\max _{\tau \in\left[0, R_{-1}\right]} f(\tau)}{R_{-1}}<B
$$

holds. Then (1.1) has at least two solutions $u_{1}, u_{2}$ with $R_{0}<\left\|u_{1}\right\|,\left|u_{1}\right|<R_{1}$ and $R_{-1}<\left|u_{2}\right|<R_{1},\left\|u_{2}\right\|<R_{0}$. A third positive solution $u_{3}$ exists with $\left|u_{3}\right|<R_{-1}$ if $f(0)>0$.

We obtain multiple solutions if nonlinearity $f$ is oscillating.
Theorem 3.4. Let $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be a continuous function and let $\left(R_{0}^{i}\right)_{1 \leq i \leq k}$, $\left(R_{1}^{i}\right)_{1 \leq i \leq k}$ be increasing sequences of positive numbers satisfying the following conditions:

$$
\begin{gathered}
R_{0}^{i}<M C\|\phi\| R_{1}^{i} \quad \text { for } i=1, \ldots, k ; \\
|\mathcal{I}| R_{1}^{i}<R_{0}^{i+1} \quad \text { for } i=1, \ldots, k-1 ; \\
\frac{\inf _{\tau \in\left[M R_{0}^{i}, R_{1}^{i}\right]} f(\tau)}{R_{0}^{i}}>A \quad \text { and } \quad \frac{\max _{\tau \in\left[0, R_{1}^{i}\right]} f(\tau)}{R_{1}^{i}}<B \quad \text { for } i=1, \ldots, k .
\end{gathered}
$$

Then (1.1) has at least $k$ distinct solutions $u_{i}$ with, $R_{0}^{i}<\left\|u_{i}\right\|,\left|u_{i}\right|<R_{1}^{i}$, for $i=1, \ldots, k$.

By the next result it is guaranteed the existence of positive solutions from the behavior of the nonlinearity at zero and infinity.

Theorem 3.5. Assume that $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is continuous and nondecreasing.
(a) If

$$
\begin{equation*}
\liminf _{\tau \rightarrow \infty} \frac{f(\tau)}{\tau}<B, \quad \limsup _{\tau \rightarrow 0+} \frac{f(\tau)}{\tau}>\frac{A}{M} \tag{3.7}
\end{equation*}
$$

then (1.1) has at least one solution.
(b) If there exists $R_{0}>0$ such that

$$
\frac{f\left(M R_{0}\right)}{R_{0}}>A
$$

and

$$
\liminf _{\tau \rightarrow 0+} \frac{f(\tau)}{\tau}<B, \quad \liminf _{\tau \rightarrow \infty} \frac{f(\tau)}{\tau}<B
$$

then (1.1) has at least two solutions.
(c) If

$$
\begin{equation*}
\liminf _{\tau \rightarrow \infty} \frac{f(\tau)}{\tau}<B, \quad \limsup _{\tau \rightarrow \infty} \frac{f(\tau)}{\tau}>\frac{A}{M} \tag{3.8}
\end{equation*}
$$

then (1.1) has a sequence of solutions $u_{k}$ with $\left|u_{k}\right| \rightarrow \infty$ as $k \rightarrow \infty$.
(d) If

$$
\begin{equation*}
\liminf _{\tau \rightarrow 0+} \frac{f(\tau)}{\tau}<B, \quad \limsup _{\tau \rightarrow 0+} \frac{f(\tau)}{\tau}>\frac{A}{M} \tag{3.9}
\end{equation*}
$$

then (1.1) has a sequence of solutions $u_{k}$ with $\left|u_{k}\right| \rightarrow 0$ as $k \rightarrow \infty$.
Proof. (a) Clearly the first inequality in (3.7) guarantees (3.5) for large enough $R_{1}>0$. Next from the second inequality in (3.7) it follows that (3.4) holds for every $R_{0}>0$ sufficiently small.
(b) Obviously the first limit condition implies that $f(0)=0$. Thus $u=0$ is a solution. The conclusion follows from Theorem 2.2.
(c) From (3.8) it follows that there are two increasing sequences $\left(R_{0}^{i}\right)_{i \geq 1}$, $\left(R_{1}^{i}\right)_{i \geq 1}$ tending to infinity, with $R_{0}^{i}<M C\|\phi\| R_{1}^{i},|\mathcal{I}| R_{1}^{i}<R_{0}^{i+1}$,

$$
\begin{equation*}
\frac{f\left(M R_{0}^{i}\right)}{R_{0}^{i}}>A \quad \text { and } \quad \frac{f\left(R_{1}^{i}\right)}{R_{1}^{i}}<B \tag{3.10}
\end{equation*}
$$

The sets $K_{R_{0}^{i} R_{1}^{i}}$ are disjoint and Theorem 2.1 can be applied in each of them.
(d) From (3.9) it follows that there are two decreasing sequences $\left(R_{0}^{i}\right)_{i \geq 1}$, $\left(R_{1}^{i}\right)_{i \geq 1}$ tending to zero satisfying $R_{0}^{i}<M C\|\phi\| R_{1}^{i},|\mathcal{I}| R_{1}^{i}<R_{0}^{i-1}$ and (3.10).
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