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Abstract. We present a method to study twice degenerate at infinity

asymptotically linear vector fields, i.e. the fields with degenerate princi-
pal linear parts and next order bounded terms. The main features of the

method are sharp asymptotic expansions for projections of nonlinearities

onto the kernel of the linear part. The method includes theorems in ab-
stract Banach spaces, the expansions which are the main assumptions of

these abstract theorems, and lemmas on the exact form of the expansions

for generic functional nonlinearities with saturation. The method leads to
several new results on solvability and bifurcations for various classic BVPs.

If the leading terms in the expansions are of order 0, then solvability
conditions (and conditions for the index at infinity to be non-zero) coin-

cide with Landesman–Lazer conditions, traditional for the BVP theory. If

the terms of order 0 vanish (the Landesman–Lazer conditions fail), then
it is necessary to determine and to take into account nonlinearities that

are smaller at infinity. The presented method uses such nonlinearities and

makes it possible to obtain the expansions with the leading terms of arbi-
trary possible orders.

The method is applicable if the linear part has simple degeneration,

if the corresponding eigenfunction vanishes, and if the small nonlinearities
decrease at infinity sufficiently fast. The Dirichlet BVP for a second order
ODE is the main model example, scalar and vector cases being considered

separately. Other applications (the Dirichlet problem for the Laplace PDE
and the Neumann problem for the second order ODE) are given rather

schematically.
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1. Introduction

We study various equations and vector fields that contain nonlinear superpo-
sition operators x(t) 7→ fx = f(t, x(t)) acting in functional spaces of scalar-valued
functions x: Ω → R, the main case being Ω = [0, T ]. The functions f are always
bounded and continuous w.r.t. all the variables and always are of the form

(1.1) f(t, x) = b(t) + a(t) sign(x) + g(t, x), t ∈ Ω, x ∈ R.

The nonlinearity g in (1.1) is asymptotically small:

lim
|x|→∞

sup
t∈Ω

|g(t, x)| = 0

and has a jump at zero to compensate the jump of the function sign( · ). Any
function f satisfying the saturation condition (1)

(1.2) lim
x→±∞

sup
t∈Ω

|f(t, x)− f±(t)| = 0

admits representation (1.1) for

b(t) =
f+(t) + f−(t)

2
, a(t) =

f+(t)− f−(t)
2

,

g(t, x) = f(t, x)− b(t)− a(t) sign(x).

Every function (1.1) obviously satisfies (1.2) for f±(t) = b(t)± a(t).
Consider in L2 = L2(Ω,R) a completely continuous linear operator A, it

generates the Hammerstein vector field

(1.3) Φx = x−A(x+ fx).

Since f is continuous, we see that Φ is completely continuous.
In the non-degenerate case (2) 1 6∈ σ(A), the principal linear part I − A of

the field Φ is continuously invertible, the set {x ∈ L2 : Φx = 0} is bounded,
therefore the index at infinity (3) ind∞Φ of the field Φ is well defined. It may be
calculated by the formula ind∞Φ = (−1)β , where β is the sum of multiplicities
of all real eigenvalues of the operator A that are greater than 1.

Throughout the paper we investigate the degenerate case 1 ∈ σ(A).

(1) To eliminate at least some cumbersome formulas we use the symbols ± and ∓. If

we do not specify the opposite, the presence of these symbols (usually in several places in the

same formula) means the correctness of two formulas that appear if we choose either all upper
or all lower symbols at all places. In particular, one formula (1.2) means two relations, one for

the upper symbol “+” and another for the lower symbol “−”.

(2) σ(A) denotes the spectrum of the operator A.
(3) The index at infinity [11] is the common (independent from r) rotation of the field Φ

on spheres {‖x‖ = r} for sufficiently large r. The index is well defined if and only if the set of
all singular points of the field Φ is bounded.
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Let the eigenvalue 1 be simple, e = Ae, ‖e‖ = 1, and mes{t ∈ Ω : e(t) =
0} = 0. Let A∗e∗ = e∗, 〈e, e∗〉 = 1, where A∗ is the adjoint operator. Consider
the values

(1.4) µ± =
∫

Ω

e∗(t)(b(t)± a(t) sign(e(t))) dt,

they appear in the projections µ±e(t) of the terms b(t)± a(t) sign(e(t)) onto the
one dimensional kernel of I −A. If µ± 6= 0, then ind∞Φ is well defined and

(1.5) ind∞Φ =
sign(µ+)− sign(µ−)

2
(−1)β =

{
0 if µ−µ+ > 0,

(−1)βsign(µ+) if µ−µ+ < 0.

This statement was used by various authors in more or less explicit form (to study
solvability of degenerate BVPs, see, e.g. [2], [3], [13]; in [6] the problem on the
index at infinity computation is directly investigated), starting from the famous
paper [12]. The assumption µ−µ+ < 0 for concrete problems is often written in
the form µ− < 0 < µ+ (or µ+ < 0 < µ−) and is called the Landesman–Laser
condition.

Under assumption µ± 6= 0 the field Φ is once degenerate: its principal lin-
ear part is degenerate (i.e. 1 ∈ σ(A)), the remaining part Afx contains non-
degenerate leading term of order 0. This paper is devoted to the case where
at least one of the numbers µ± equals zero. Such cases are twice degenerate:
the linear part is degenerate as well as the projections µ±e(t) of the leading
homogeneous term b(t)± a(t) sign(e(t)).

The study of twice degenerate problems for a(t) ≡ 0 was started in [2], [5],
see also [6] and references therein; it was continued for the case a(t) 6≡ 0 in [9].
There the main restriction on the function g is of the form

(1.6) either sign(x)g(t, x) ≥ ϕ(|x|) or sign(x)g(t, x) ≤ −ϕ(|x|), |x| ≥ x0;

it is supplemented with the estimate from below of the rate of decreasing at
infinity of the positive monotone function ϕ:

(1.7)
∫ ∞

uθϕ(u) du = ∞.

The number θ is defined by the asymptotics at zero of the permutations [4] of
the function |e|, for the Dirichlet BVP, analyzed below, θ = 1.

In [6], [9] the estimates at 0 of the function χ(δ) = mes{t ∈ Ω : |e(t)| ≤ δ}
are used. If Ω = [0, T ], then χ(δ) is inverse to the equimeasurable permutation
of |e|. In the present paper we use the behavior of e in the vicinity of any its zero
separately instead of the total estimates of χ(δ). The main assumption has the
opposite to (1.7) form (see (3.3), (3.4)), any analogous to (1.6) assumptions are
not used. As a result we obtain sharp expansions for projections of nonlinearities
instead of estimates. Formulas for the index at infinity have an explicit form and
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are defined by some integrals; the formulas are sharp: the signs of these integrals
define the value of the index. In a certain sense the results of this paper cover
the most of unknown cases.

Integrals of the form

Gr =
∫ T

0

q(t)g(t, re(t) + h∗(t) + h̃(t)) dt

and

Sr =
∫ T

0

q(t)(sign(re(t) + h∗(t) + h̃(t))− sign(e(t))) dt

and their expansions play a determinative role in several applications. The main
new technical observation is the possibility to compute exact uniform w.r.t. h̃→
0 asymptotics of Gr and Sr as r →∞. It turns out that the asymptotics of Gr

is independent of the rate of decreasing of g to zero; both quantities Gr and Sr

at infinity generically have the form Kr−s + o(r−s), the coefficients K may be
explicitly computed. The number s is the same for Gr and Sr, it is defined by
the functions e and q, in almost all our applications e = q and s = 2.

All results of this paper are substantial if {t ∈ [0, T ] : e(t) = 0} 6= ∅. In
the opposite case (4) e(t) ≥ ε0 > 0, the asymptotics of Gr depends on the
asymptotics of g: if g(t, x) ∼ |x|−δ for some δ > 0, then also Gr ∼ r−δ. The
reason of such incongruity with the main case {t ∈ [0, T ] : e(t) = 0} 6= ∅ is as
follows. For the case e(t) ≥ ε0 > 0, the integral Gr depends on the values g(t, x)
for large |x| ∼ r only; for the main case Gr depends also on g(t, x) with small |x|,
moreover the values of g(t, x) for small |x| define constants in the asymptotics
of Gr.

The paper is organized as follows.
Results on vector fields in abstract Banach spaces are in Section 2. Theo-

rem 2.1 concerns the index at infinity computation, its main assumptions are
expansions (2.6) for projections of the nonlinearity, these expansions explain the
role of the asymptotics of the expressions Gr and Sr for Hammerstein vector
fields. The possibility to obtain such expansions for concrete BVPs defines the
applicability of Theorem 2.1.

Theorem 2.4 on asymptotic bifurcation points concludes Section 2. Theo-
rem 2.4 does not use the classical Changing Index Principle [11], it is based on
asymptotic expansions (2.9) (similar to (2.6)), and follows from direct construc-
tions.

The results (Lemmas 3.1 and 3.2) and their corollaries) presented in Section 3
give expansions (2.6) for concrete BVPs. Sections 4–7 contain various new results

(4) This case appears in the applications, e.g. the function e ≡ 1 is an eigenfunction

for the operator −x′′ with the Neumann (x′(0) = x′(π) = 0) or periodic (x(0) − x(2π) =
x′(0)− x′(2π) = 0) boundary conditions. We do not consider such cases in the paper.
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(Theorems 4.1–7.2) on solvability and bifurcations, they are mainly based on
the possibility to obtain expansions (2.6) and (2.9) and to compute the index at
infinity for corresponding vector fields. All these results follow from Theorems 2.1
and 2.4 and from the statements of Section 3. The most part of applications and
examples are formulated for the solvability of the Dirichlet BVP, the scalar case is
in Section 4, the vector case is in Section 5. In Section 6 we discuss applications of
Theorems 2.1 and 2.4 to bifurcations at infinity. Various examples of BVPs with
degenerate linear part independent of the parameter are considered, bifurcation
diagrams are defined by bounded nonlinearities. The possibilities to apply the
presented methods for some other BVPs are discussed in Section 7.

Theorems on BVPs have an illustrative character to demonstrate facilities of
the presented method, their formulations are rather variable and simple. Other
applications are also possible, the corresponding results using more cumbersome
formulas.

2. Abstract operator equations and vector fields

2.1. Problem formulation. Consider a Hilbert space H with a norm ‖·‖H

and a scalar product 〈 · , · 〉. Consider in H a vector field

(2.1) Φx = x−Ax−AF (x),

here A is a linear completely continuous operator, F is a nonlinear continuous
uniformly bounded (‖F (x)‖H ≤ cF ) operator. Let 1 be a simple eigenvalue of A,
Ae = e, ‖e‖H = 1; then 1 is also a simple eigenvalue of the adjoint operator A∗,
suppose A∗e∗ = e∗ and 〈e, e∗〉 = 1. If A is self-adjoint, then e = e∗. Put

Px = 〈e∗, x〉e, Q = I − P.

The projectors P andQ commute with A, the subspaces PH andQH (codimQH

= dimPH = 1) are invariant for A. The operator I−A is continuously invertible
in QH.

Suppose A maps continuously H to some Banach space B ⊂ H with a
stronger norm ‖ · ‖B , i.e. for some cB > 0 the estimate ‖x‖H ≤ cB‖x‖B holds for
any x ∈ B and AH ⊂ B. In applications below H = L2, B = C1, AL2 ⊂ C1,
F = f.

Let the nonlinearity F be asymptotically homogeneous: there exist values
α+

0 and α−0 such that for every c > 0 the limits

(2.2) lim
r→∞

sup
‖h‖B≤c

|〈e∗, F (±re+ h)〉 − α±0 | = 0
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exist (the definition from [7] is given for the case of the simple eigenvalue 1 only).
If α±0 6= 0, then ind∞Φ is well defined and

ind∞Φ =
1
2
(−1)β(sign(α+

0 )− sign(α−0 ));

the number β again is the sum of the multiplicities of all the real eigenvalues of
the operator A that are greater than 1. In addition to (2.2), assume that there
exist F± ∈ H such that for any c > 0 the stronger relations

(2.3) lim
r→∞

sup
‖h‖B≤c

‖F (±re+ h)− F±‖H = 0

are valid. Obviously, relation (2.2), where α±0 = 〈e∗, F±〉, follows from (2.3).

2.2. Relations (2.2) and (2.3) in functional spaces. Suppose the func-
tion f , generating the nonlinearity F = f, satisfies (1.2) (i.e. has form (1.1)).

If {t : e(t) = 0} = 0, then (2.2), where α±0 = µ± = 〈e∗, b± a sign(e)〉, follows
from

(2.4) lim
ξ→±∞

sup
‖h‖B≤c

∣∣∣∣ ∫
Ω

e∗(t)g(t, ξe(t) + h(t)) dt
∣∣∣∣

= lim
ξ→±∞

sup
‖h‖B≤c

∣∣∣∣ ∫
Ω

e∗(t)a(t)(sign(ξe(t) + h(t))− sign(ξe(t))) dt
∣∣∣∣ = 0,

and (2.3), where F± = b(t)± a sign(e(t)), follows from analogous equalities

lim
ξ→±∞

sup
‖h‖B≤c

‖g(t, ξe(t) + h(t))‖L2

= lim
ξ→±∞

sup
‖h‖B≤c

‖sign(ξe(t) + h(t))− sign(ξe(t))‖L2 = 0.

Such relations hold for B = L1 (and hence for B = Lp and B = Ck), they
were used in various forms, starting from papers by A. C. Lazer (e.g. [12], the
bibliography see in [2]). If Ω = [0, T ], then similar to (2.4) relations

lim
ξ→±∞

sup
‖h‖C1≤c

∣∣∣∣ ∫ T

0

e∗(t)p(t, ξe(t) + h(t)) dt
∣∣∣∣ = 0

are valid for several bounded functions p, e.g. for almost periodic p with zero
average (see [10], the basic idea follows [1], here C1 cannot be replaced by C).

2.3. Theorem on the index computation. Let for some F± ∈ H rela-
tions (2.3) hold for any c > 0. Denote by h± ⊂ QH unique solutions of the
equations h = AQh+AQF±, obviously, h± = (I −AQ)−1AQF± ∈ B.

For an ε = ε(r) > 0 such that ε → 0 as r → ∞, consider the balls Hr =
Hr(ε) = {‖h̃‖B ≤ ε}. Below we use assumptions of the form

(2.5) lim
r→∞

sup
eh∈Hr

|rk±〈e∗, F (±re+ h± + h̃)〉 − α±| = 0.
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Relations (2.5) mean that the expansions

(2.6) PF (±re+ h± + h̃) = α±r−k±e+ o(r−k±)

are valid uniformly w.r.t. h̃ ∈ Hr. The convergence rate in (2.5) depends on ε(r).
If at least one of the values α±0 in (2.2) is different from 0, then the cor-

responding leading term α±r−k±e in the right-hand side of (2.6) has the form
α±0 e with k± = 0. In the case k+ = k− = 0 relations (2.5) follow from (2.2),
α± = α±0 .

Theorem 2.1. Let for some α± 6= 0 and k± ≥ 0 relations (2.5) be valid for
any ε(r). Then ind∞Φ is well defined and

ind∞Φ =
1
2
(−1)β(sign(α+)− sign(α−)).

In other words, if α−α+ > 0, then ind∞Φ = 0, if α−α+ < 0, then ind∞Φ =
(−1)βsign(α+).

If for vector field (1.3) both the inequalities µ+ 6= 0 and µ− 6= 0 hold, then
k± = 0, α± = µ±, and the condition α+α− < 0 corresponds to the Landesman–
Lazer condition. The possibility to obtain expansions (2.6) for Hammerstein type
nonlinearities gives the possibility to compute the index at infinity for the vector
fields, corresponding concrete BVPs. In the next section we explain how to
obtain such asymptotic expansions. In fact, the projections of the Hammerstein
operator Af (if A = A∗ and f : [0, T ] × R → R) generically admit the stronger
expansions

PF (±re+ h± + h̃) = (α±0 + α±r−2 + o(r−2))e.

A variant of Theorem 2.1 for k± = 0 and without assumption (2.3), follows from
the principal result of the paper [7].

2.4. Proof of Theorem 2.1. Consider the cylinder Zr = {‖Px‖H ≤ r,
‖Qx‖H ≤ ρ} ⊂ H and compute for sufficiently large r the rotation γ(Φ, ∂Zr) of
the field Φ on the boundary ∂Zr of Zr.

The value ρ = 1 + cF ‖(I −AQ)−1AQ‖QH→QH (the quantity cF comes from
the assumed estimate ‖F (x)‖H ≤ cF ) is fixed throughout the proof; all the
solutions h ∈ QH of the equations h = Ah+AQF (x), x ∈ H satisfy ‖h‖H < ρ.
For large r the rotation of Φ on the spheres {‖x‖H = r} coincides with γ(Φ, ∂Zr)
and with the index at infinity.

To compute the rotation γ(Φ, ∂Zr) it is convenient to use the following propo-
sition from [8], it generalizes the usual Rotation Product Formula (see, e.g. [11]).

Let Y be a Banach space, consider in the space Y = {(x, y) : x ∈ R, y ∈ Y }
the cylinder Z = [a1, a2] × BY , where BY ⊂ Y is a fixed closed ball. A pair of
completely continuous operators φ: [a1, a2]×BY → R and Ψ: [a1, a2]×BY → Y

defines the completely continuous vector field F = (φ(x, y), y−Ψ(x, y)) on Z ⊂ Y.
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Let for any x ∈ [a1, a2] the rotation γ of the field y − Ψ(x, y) on the boundary
∂BY of the ball BY be well defined (i.e. the completely continuous in Y field
y −Ψ(x, y) is non-degenerate on ∂BY ) and let γ 6= 0. Then for each x ∈ [a1, a2]
the set Ux = {y : y = Ψ(x, y)} ⊂ BY is non-empty.

Proposition 2.2. Let φ(aj , y) 6= 0 and sjφ(aj , y) > 0 for y ∈ Uaj , |sj | = 1,
j = 1, 2. Then the rotation γ1 of the field F on the boundary of Z equals
(s2 − s1)γ/2.

The assumption of this proposition means that the values φ(a1, y) have the
common sign s1 for all y ∈ Ua1 and the values φ(a2, y) have the common sign
s2 for all y ∈ Ua2 . This proposition makes it possible to use properties (such as
localization, smoothness, asymptotics, a priori estimates) of the infinite dimen-
sional component y to analyze the scalar component φ at the points aj .

Let us come back to the proof of Theorem 2.1. If h satisfies QΦ = 0, then
‖h‖B ≤ ρ1 = cF ‖AQ(I −AQ)−1‖H→B ; therefore by (2.3),

‖h− h±‖B = ‖AQ(I −AQ)−1(F (±re+ h)− F±)‖B

≤ ‖AQ(I −AQ)−1‖H→B sup
‖h‖B≤ρ1

‖F (±re+ h)− F±‖H = ε(r) → 0

for such h. Define Hr in (2.5) by this ε(r). Now for sufficiently large r the
relations sign〈e∗, F (±re+ h)〉 = signα± follow from h = AQh+AQF (±re+ h)
and it is possible to apply Proposition 2.2 to the case [a1, a2] = [−r, r], Y = H,
Z = Zρ, BY = {‖h‖H ≤ ρ} ⊂ Y = QH, φ = 〈e∗, Φ〉, Ψ = QΦ, F = Φ,
s2 = sign(α+), s1 = sign(α−). By Proposition 2.2, γ(Φ, ∂Zr) = γP × γQ, where
γQ = (−1)β is the common rotation of the fields (5) h−AQh−AQF (±re+h) and
γP = (sign(α+)−sign(α−))/2, obviously, γP = 0 if α+α− > 0 and γP = sign(α+)
if α+α− < 0. This concludes the proof. �

2.5. Theorem on asymptotic bifurcation points. In this subsection we
apply assumptions of the type (2.5) to study asymptotic bifurcation points of
the field Φλx = x − Ax − AF (x;λ) depending on the parameter λ ∈ Λ ⊂ R,
where Λ is a given closed interval, and F :H × Λ is continuous w.r.t. the both
variables. Let us stress, that the linear operator A is independent of λ.

Definition 2.3. The value λ0 is called an asymptotic bifurcation point
of the field Φλ:H → H if for any N > 0 there exist λN and xN such that
|λ0 − λN | < N−1, ‖xN‖H > N , ΦλN

(xN ) = 0.

In other words, the value λ0 is an asymptotic bifurcation point if and only if
the set {x : Φλx = 0, |λ− λ0| ≤ ε} is unbounded in H for any ε > 0.

(5) The rotation γQ is defined by the non-degenerate linear part h−AQh, it is independent

of the term −QF (±re + h), and equals (−1)β on the spheres {‖h‖H = ρ} ⊂ QH.



Index at Infinity and Bifurcations 107

Theorem 2.4 is valid for the choice either of the upper symbol “+” or of the
lower symbol “−” everywhere in the assumptions and in the assertion.

Theorem 2.4. Let the following hypotheses be valid.

(a) For any λ ∈ Λ there exist F±(λ) ∈ H satisfying

(2.7) lim
r→∞

sup
‖h‖B≤c,λ∈Λ

‖F (±re+ h;λ)− F±(λ)‖H = 0.

(b) For some k± ≥ 0 and α±(λ) the relation

(2.8) lim
r→∞

sup
eh∈Hr:λ∈Λ

|rk±〈e∗, F (±re+ h±(λ) + h̃;λ)〉 − α±(λ)| = 0

holds for any ε(r) → 0, where h±(λ) = (I −AQ)−1AQF±(λ) ∈ B.
(c) The value λ0 ∈ IntΛ is a robust (6) zero of the function α±.

Then λ0 is an asymptotic bifurcation point of the field Φλ in H; more precisely,
for any vicinity O ⊂ Λ of the point λ0 the set of all solutions of Φλx = 0 for
λ ∈ O satisfying ±〈e∗, x〉 > 0, is unbounded in H.

Some applications of Theorem 2.4 are presented in Subsection 6.2. Let us
conclude this subsection by small remarks, concerning Theorem 2.4.

(1) The vectors h±(λ) are unique solutions of the linear nonhomogeneous
equations h− AQh− AQF±(λ) = 0. The functions F±: Λ → H are continuous
in λ by (2.7) and by the continuity of F ; therefore h+ and h− are also continuous.

(2) Conditions (2.8) are the uniform w.r.t. h̃ and λ expansions

(2.9) PF (±re+ h±(λ) + h̃;λ) = α±(λ)r−k±e+ o(r−k±).

(3) The set {(x, λ) : Φλx = 0} is an unbounded continuous branch [11] in
H × Λ.

(4) In addition, suppose

PF (re+ h;λ) = α+
0 (λ)e+ α+(λ)r−k+e+ o(r−k+), k+ > 0;

(α+
0 is continuous in λ by (2.8)) let λ0 be a robust zero of the function α+

0 and
let α+(λ0)(λ − λ0)α+

0 (λ) > 0 for λ 6= λ0. Then for all λ < λ0 sufficiently close
to λ0 the field Φλ has a singular point

x = (−α+(λ0)/α+
0 (λ))1/k+e+ o(|α+

0 (λ)|−1/k+).

(6) A zero is robust if it is isolated and the function is monotone in a vicinity of the zero.
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2.6. Proof of Theorem 2.4. The proof is given for the choice “+” of the
sign in the formulation of Theorem 2.4. Let us rewrite the equation Φλx = 0 as

(2.10) PΦλx = 0, QΦλx = 0

and prove that for each sufficiently large r there exist h̃ = h̃(r) ∈ QH
⋂
B and

λ = λ(r) such that x = re + h+(λ) + h̃ is a solution of (2.10) for λ = λ(r) and
such that ‖h̃‖B → 0, λ→ λ0 as r →∞. This means we swap the roles of r and λ
in (2.10): the unknown r becomes a new parameter, the parameter λ becomes a
new unknown.

Solutions (λ, h̃) of system (2.10) are singular points of the vector field

Θr(λ, h̃) = (α+(λ)e+ ν1, h̃−AQh̃− ν2) = rk+PΦλx+QΦλx,

ν1 = ν1(λ, h̃, r) = rk+PF (re+ h+ + h̃;λ)− α+(λ)e,

ν2 = ν2(λ, h̃, r) = AQF (re+ h+ + h̃;λ)−AQF+(λ).

Let δ > 0 be so small that the function α+ is monotone on [λ0−δ, λ0 +δ], by
assumption α+(λ0− δ)α+(λ0 + δ) < 0. The relation ‖ν2‖B → 0 as r →∞ holds
uniformly w.r.t. λ and h̃, therefore the rotation of the completely continuous
vector field h̃−AQh̃− ν2 in QH on the sphere {‖h̃‖B = 1} equals (−1)β for any
λ ∈ [λ0 − δ, λ0 + δ].

For sufficiently large r the values α+(λ) + 〈e∗, ν1〉 and α+(λ) for λ = λ0 ± δ

are different from zero and have the same common signs sign(α+(λ0 + δ)) and
sign(α+(λ0 − δ)), the rotation of the field Θr on the boundary of the set Dδ =
{(λ, h̃) : |λ−λ0| ≤ δ, ‖h̃‖B ≤ 1} equals (−1)βsign(α+(λ0+δ)) by Proposition 2.2,
i.e. it is different from 0. Therefore for any δ > 0 for sufficiently large r there
exists (λ, h̃) ∈ Dδ such that Θr(λ, h̃) = 0, i.e. Φλ(er + h+(λ) + h̃) = 0. �

3. Expansions of projections of functional nonlinearities

Expansions (2.6) for nonlinearities of the Hammerstein type and for super-
position operators can be proved in many cases, the exact form of (2.6) follows
from the results of this section.

3.1. General approach. Consider the integral∫ T

0

e∗(t)f(t, x(t)) dt, x(t) = ±re(t) + h(t)

(the interval of integration Ω = [0, T ] is usually defined by boundary conditions)
with the function f satisfying (1.1). All the terms in the right-hand side of∫ T

0

e∗(t)f(t, x(t)) dt =
∫ T

0

e∗(t)(b(t) + a(t)sign(x(t)) + g(t, x(t))) dt

= µ± +
∫ T

0

e∗(t)g(t, x(t)) dt±
∫ T

0

e∗(t)a(t)(sign(re(t)± h(t))− sign(e(t))) dt
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(µ± are defined by (1.4) except µ± are small as r → ∞. If µ+ 6= 0 or µ− 6= 0,
then the corresponding expansion is ready: α± = µ±, k± = 0. If either one or
both values µ± equals zero, then it is necessary to study the expressions∫ T

0

e∗(t)g(t,±re(t)+h(t)) dt,
∫ T

0

e∗(t)a(t)(sign(±re(t)+h(t))∓sign(e(t))) dt

and to find their leading terms. The leading terms depend on the behavior of
e, e∗, and h± at the vicinities of zeros of the function e; the integrals over the
sets, where e is separated from zero, are smaller under the assumptions of results
below. Therefore we split the interval [0, T ] into subintervals ∆j such that each
∆j contains exactly one zero (7) t0 of the function e, then we separately analyze
the integrals∫

∆j

e∗(t)g(t,±re(t)+h(t)) dt,
∫

∆j

e∗(t)a(t)(sign(±re(t)+h(t))∓sign(e(t))) dt.

Below we present expansions for these integrals, the formulas for leading terms
are different if either t0 is the end (left or right) of ∆j , or t0 ∈ Int∆j .

3.2. Assumptions. Fix an interval ∆ = ∆j ⊂ [0, T ], let a scalar function
e ∈ C1(0, T ) have a unique zero t0 ∈ ∆. Let

(3.1)
e(t0) = 0, e(t) = (t− t0)(e′ + β(t)), e′ 6= 0,

|β′(t)| ≤ c, |β(t)| → 0, t→ t0.

Let another fixed function q(t) satisfy

(3.2) q(t) = (t− t0)k(q(k) + α(t)), q(k) 6= 0, |α(t)| → 0, t→ t0.

Here k ≥ 0 is a fixed integer (the number of the first nonzero derivative of q at
the point t0), for applications the main cases are k = 0 and k = 1, the case k = 1
naturally arises if q = e. Relations (3.1)–(3.2) follow from the smoothness of e
and q.

The main assumptions on the function g are of the form

(3.3) |g(t, x)| ≤ G(|x|), |g(t, x)− g(s, x)| ≤ |t− s|G(|x|).

Everywhere below G: [0,∞) → [0,∞) is a monotone decreasing function satisfy-
ing

(3.4)
∫ ∞

ukG(u) du <∞

(k is the number from (3.2)).

(7) All the cases t0 = 0, t0 = T , and t0 ∈ Int ∆j appear later in the applications.
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Finally, fix c0 > 0, ε = ε(r) → 0 as r →∞, and h∗(t) ∈ C1 and consider the
family H = Hε,c0(h

∗, r) of functions h(t) ∈ C1 such that

h(t) = h∗(t) + h̃(t), |h̃(t)| ≤ ε, |h̃′(t)| ≤ c0, t ∈ ∆.

Obviously,

(3.5) cH
def= sup

h∈H
‖h‖C <∞.

3.3. The main lemma. Let e(t0) = 0, and let t0 be one of the ends of ∆.
Put

I±0 = I±0 (r; q, e, h) = ±
∫ t1

t0

q(t)g(t, re(t) + h(t)) dt,

the sign “+” corresponds to the case t0 < t1 and ∆ = [t0, t1], the sign “−”
corresponds to the case t0 > t1 and ∆ = [t1, t0].

Since t0 is the end of ∆ and t0 is a unique on ∆ zero of the function e ∈ C,
we see that for t ∈ ∆, t 6= t0 either e(t) > 0 or e(t) < 0. Put σ = + if
e(t) > 0 and σ = − if e(t) < 0 (∆ is a symbol, not a number). Obviously, if
sign((t1 − t0)e′) = ±1, then σ = ±; denote −σ = ± if σ = ∓. To simplify and
to unify notations put∫

R+
instead of

∫ ∞

0

and
∫

R−
instead of

∫ 0

−∞
.

Lemma 3.1. Let all the assumptions of Subsection 3.2 hold and let t0 be an
end of the interval ∆. Then

(3.6) lim
r→∞

sup
h∈H

∣∣∣∣rk+1I±0 − sign(e′)(e′)−k−1q(k)

∫
Rσ

ukg(t0, u+ h∗(t0)) du
∣∣∣∣ = 0.

The case t0 ∈ Int∆ = (t1, t2) follows from this lemma. Denote

I0 = I0(r; q, e, h) =
∫ t2

t1

q(t)g(t, re(t) + h(t)) dt.

By Lemma 3.1,

lim
r→∞

sup
h∈H

∣∣∣∣rk+1I0 − sign(e′)(e′)−k−1q(k)

∫ +∞

−∞
ukg(t0, u+ h∗(t0)) du

∣∣∣∣ = 0.

3.4. Proof of Lemma 3.1. We prove (3.6) for I+
0 and e′ > 0 (i.e. t1 > t0,

σ = +), other cases can be proved in analogous way. To simplify formulas,
suppose t0 = 0.

Put δ = δ(r) = (ln(ln r))−1, the variable δ is chosen to satisfy δ → 0, rδ →∞,
and rk+1G(κrδ) → 0 for any κ. Consider for sufficiently large r the integrals

Jr =
∫ δ

0

tkG(|re(t) + h(t)|) dt, J∗r =
∫ δ

0

tkg(0, re(t) + h(t)) dt
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and estimate them. The value δ is small, hence for t ∈ [0, δ] the relation e(t) >
e′t/2 holds. Therefore, |re(t) + h(t)| > re′t/2− cH for t > 2cH(re′)−1 and

Jr =
∫ 2cH/(re′)

0

+
∫ δ

2cH/(re′)

≤ 1
k + 1

(
2cH
re′

)k+1

G(0) +
∫ δ

2cH/(re′)

tkG

(
re′

2
t− cH

)
dt

≤ C0r
−k−1 +

2
re′

∫ ∞

0

(
2(u+ cH)

re′

)k

G(u) du = C1r
−k−1

(cH is defined by (3.5)). By (3.1) the function re(t) +h(t), t ∈ [0, δ] is monotone
for large r, hence the change of variables u = re(t) + h(t) in J∗r is well defined
and

t =
u− h(t)

r(e′ + β(t))
, du = re′ν(t) dt,

where

ν(t) = 1 + (e′)−1

(
tβ′(t) + β(t) +

h′(t)
r

)
.

Since ν(t) = 1 + o(1) and t = (re′)−1(u− h∗(0)) + o(r−1), we see that

J∗r = (e′r)−k−1

( ∫ ∞

h∗(0)

(u− h∗(0))kg(0, u)du+ o(1)
)
.

Now come back to the proof of (3.6), for t1 > t0 and e′ > 0 it has the form

I+
0 = (e′r)−k−1q(k)

∫ ∞

0

ukg(0, u+ h∗(0)) du+ o(r−k−1).

First of all truncate terms of order o(r−k−1) from the integral I+
0 :∣∣∣∣ ∫ t1

δ

q(t)g(t, re(t) + h(t)) dt
∣∣∣∣ ≤ C2G(C3rδ − C2) = o(r−k−1),∣∣∣∣ ∫ δ

0

α(t)tkg(t, re(t) + h(t)) dt
∣∣∣∣ ≤ max

t∈(0,δ)
|α(t)|Jr = o(r−k−1),

and ∣∣∣∣ ∫ δ

0

tk(g(0, re(t) + h(t))− g(t, re(t) + h(t))) dt
∣∣∣∣ ≤ δJr = o(r−k−1).

Therefore, I+
0 = q(k)J∗r + o(r−k−1). �

3.5. Projections of the homogeneous components of order 0. Now
under the assumptions of Subsection 3.2 consider the integrals

I±1 = I±1 (r; q, e, h) = ±
∫ t1

t0

q(t)(sign(re(t) + h(t))− sign(e(t))) dt,
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(again, “+” corresponds to t0 < t1, “−” corresponds to t0 > t1) and

I1 = I1(r; q, e, h) =
∫ t2

t1

q(t)(sign(re(t) + h(t))− sign(e(t))) dt, t0 ∈ (t1, t2).

Lemma 3.2. The relations

(3.7) lim
r→∞

sup
h∈H

|rk+1I±1 −W±| = 0,

are valid, where

W± =


0 if ± h∗(t0)e′ ≥ 0,

2q(k)sign(−e′)
k + 1

(
−h∗(t0)
re′

)k+1

if ∓ h∗(t0)e′ < 0.

If r is large enough and h∗(t0)e′ > 0, then not only W+ = 0, moreover,
sign(re(t) + h(t)) = sign(e(t)) and I+

1 = 0. By Lemma 3.2,

I1 =
2q(k)sign(−e′)

k + 1

(
−h∗(t0)
re′

)k+1

+ o(r−k−1).

3.6. Proof of Lemma 3.2. We prove (3.7) for the symbol “+” (i.e. for
I+
1 ) for the case e′ > 0 and h∗(t0) < 0, other cases are similar or even simpler;

obviously,
W+ = −2qk|h∗(t0)/e′|k+1/(k + 1).

Since the function sign(re(t) + h(t))− sign(e(t)) is non-zero if and only if

t ∈ Γ(r) = {e(t)h(t) < 0} ∩ {|e(t)| < |h(t)|r−1},

we have that

sign(re(t) + h(t))− sign(e(t)) ≡ −2 sign e(t) = 2 signh(t)

for t ∈ Γ(r). From (3.5) it follows that Γ(r) ⊂ (0, cHr−1), from e′ > 0 it follows
that Γ(r) ⊂ {t : e(t) > 0} for large r, therefore,

Γ(r) = {t : e(t) > 0, h(t) < 0, r|e(t)| < |h(t)|}.

Now we have

I+
1 = −2

∫
Γ(r)

q(t) dt = −2q(k)

∫
Γ(r)

τkdτ + o(r−k−1)

= −2q(k)

∫ |h∗(t0)/re′|

0

τk dτ + o(r−k−1)

=
−2q(k)

k + 1

(
|h∗(t0)|
re′

)k+1

+ o(r−k−1) = W+rk+1 + o(r−k−1)

and the lemma is proved. �

3.7. Corollaries and examples. Lemmas 3.1 and 3.2 are used in applica-
tion throughout the paper for k = 1.
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Corollary 3.7. Let k = 1. If h∗(t0) = 0, then I±1 = o(r−2) and

I±0 (r; e, e, h) =
1

r2|e′|

∫
Rσ

u g(t0, u) du+ o(r−2),

I±0 (r; e,−e, h) = − 1
r2|e′|

∫
R−σ

u g(t0, u) du+ o(r−2)

The relations

I1(r; e,±e, h) = ∓r−2|e′|−1[h∗(t0)]2 + o(r−2),

I0(r; e,±e, h) = ±r−2|e′|−1

∫ ∞

−∞
u g(t0, u+ h∗(t0)) du+ o(r−2)

are valid for any h∗(t0).

In the following examples [0, T ] = [0, π]. Examples 3.8, 3.9 are used for the
Dirichlet BVP, Example 3.10 is used for the Neumann BVP.

Example 3.8. Let e(t) = sin t, h∗(0) = h∗(π) = 0. Then (8)

(3.8) 〈sin t, g(t,±r sin t+ h(t))〉π = ± 1
r2

∫
R±

u(g(0, u) + g(π, u)) du+ o(r−2).

In particular, if g(t, u) ≡ g(u), then

(3.9) 〈sin t, g(±r sin t+ h(t))〉π = ± 2
r2

∫
R±

u g(u) du+ o(r−2).

Example 3.9. Let e(t) = sinnt, h∗(0) = h∗(π) = 0, where n ≥ 2 is an
integer. The formulas are different for even and odd values of n (the sign σ of
the function e in the vicinity of the point π takes value “+” for odd n and the
value “−” for the even ones), we formulate them for n = 2, 3 only, for simplicity
we restrict ourself with the case g(t, x) = g(x). For n = 2

(3.10) 〈sin 2t, g(t,±r sin 2t+ h(t))〉π =
±1
2r2

∫ ∞

−∞
u(g(u) + g(u+ h∗(π/2))) du+ o(r−2),

(3.11) 〈sin 2t, sign(r sin 2t± h(t))− sign(sin 2t)〉π = − 1
2r2

(h∗(π/2))2 + o(r−2);

for n = 3

(3.12) 〈sin 3t, g(t,±r sin 3t+ h(t))〉π = ± 2
3r2

∫
R±

u g(u) du+ o(r−2)

± 1
3r2

∫ ∞

−∞
u(g(u+ h∗(π/3)) + g(u+ h∗(2π/3))) du,

(8) Here and everywhere below 〈 · , · 〉π is a usual scalar product in L2(0, π).
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(3.13) 〈sin 3t, sign(r sin 3t± h(t))− sign(sin 3t)〉π

= − 1
3r2

((h∗(π/3))2 + h∗(2π/3))2) + o(r−2).

Example 3.10. Let e(t) = cos t. Then

(3.14) 〈cos t, g(t,±r cos t+ h(t))〉π

= ± 1
r2

∫ ∞

−∞
u g(π/2, u+ h∗(π/2)) du+ o(r−2),

(3.15) 〈cos t, sign(r cos t± h(t))− sign(cos t)〉π = − 1
r2

(h∗(π/2))2 + o(r−2).

4. Scalar Dirichlet BVP

4.1. The simplest case. Consider in this section the scalar Dirichlet BVP

(4.1) x′′ + x+ f(t, x) = 0, x(0) = x(π) = 0.

The linear operator A = −(d2/dt2)−1 with the boundary conditions x(0) =
x(π) = 0 maps L2 continuously to C1, it is completely continuous in L2. So-
lutions of (4.1) coincide with solutions of the operator equation x = A(x + fx).
The number 1 is an eigenvalue of A: A(sin t) = sin t. Let f satisfy (1.2), put
f
±

= 〈sin t, f±(t)〉π. If f
± 6= 0 and the Landesman-Lazer condition f

−
f

+
< 0

is valid, then the index at infinity of the field Φx = x − A(x + fx) in L2 is well
defined and non-zero, therefore, in particular, there exists at least one solution
of (4.1). In this Section we formulate some statements on the solvability of (4.1)
for the case f

+
f
−

= 0. Put

J±
1 =

∫
R±

u(g(0, u) + g(π, u)) du.

In Theorems 4.1 and 4.3 g satisfies (3.3) and G satisfies (3.4) for k = 1.

Theorem 4.1. Let f
−

= f
+

= 0. If J +
1 J

−
1 > 0, then (4.1) has at least one

solution.

Under the assumptions of Theorem 4.1 the index of infinity of the field Φ is
non-zero by Theorem 2.1, in asymptotic formula (2.5) both numbers k± equal 2.
From formula (3.8) it follows that α± = ±J±

1 /
√
π.

The condition f
−

= f
+

= 0 is equivalent to b
def= 〈sin t, b(t)〉π = 0 =

〈sin t, a(t)〉π. The simplest example is a(t) ≡ 0, b = 0. If f(t, x) = b(t) + g(x),
then the assumption J +

1 J
−
1 > 0 has especially simple form. The next statement

follows from (3.9).
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Corollary 4.2. Problem (4.1) has at least one solution if b = 0 and

(4.2)
∫ ∞

0

u g(u) du
∫ 0

−∞
u g(u) du > 0,

If g is even, then (4.2) never holds. For odd g it is valid if∫ ∞

0

u g(u) du 6= 0.

Theorem 4.3. If f
− 6= 0, f

+
= 0 and J +

1 f
−
< 0, then (4.1) has at least

one solution.

Under the assumptions of this theorem the values k± in (2.5) are different:
k+ = 2, k− = 0; α− = f

−
/
√
π, α+ = J +

1 /
√
π. The value α+ is computed

by (3.8).

4.2. The Dirichlet BVP, n > 1. Now let us consider the problem

(4.3) x′′ + n2x+ f(t, x) = 0, x(0) = x(π) = 0, n > 1.

If n = 1, then e(t) = sin t and e(t0) = 0 if and only if either t0 = 0 or t0 = π.
And by the boundary conditions, h(t0) = h±(t0) = 0.

For n > 1 this is not the case: e(t) = sinnt and e(t0) = 0 not only
for t0 = 0, π, but also for the points kπ/n, k = 1, . . . , (n − 1). Generically
h±(kπ/n) 6= 0, these values take part in the answers, all the formulations be-
come more cumbersome.

We present examples for n = 2 and n = 3 (an example for even n and an
example for odd n) only. Let Pn be the orthogonal projector in L2 onto the
strict line containing the function sinnt, let Qnx = x− Pnx.

Suppose f has the form f(t, x) = b(t) + g(x) and g(x) → 0 as x→ ±∞. Let
Pnb = 0. The Fredholm Alternative Lemma implies that the linear BVP

h′′ + n2h = b(t), h(0) = h(π) = 0

has a unique solution h∗ ∈ QnL
2 (F+ = F− = b(t), therefore, h+ = h− = h∗).

Put

J2 =
∫ ∞

−∞
u(g(u) + g(u+ h∗(π/2))) du;

J±
3 = 2

∫
R±

u g(u) du+
∫ ∞

−∞
u(g(u+ h∗(π/3)) + g(u+ h∗(2π/3))) du.

Theorem 4.4. Let f(t, x) = b(t) + g(x), let either n = 2 and J2 6= 0 or
n = 3 and J +

3 J
−
3 > 0. Then problem (4.3) has at least one solution.

To prove this theorem one can use (3.10) and (3.12). If the function f satis-
fies (1.1), then in the formulas for J± it is necessary to use additionally (3.11)
and (3.13).
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Now let n = 2, a(t) ≡ a 6= 0, 〈b(t), sin 2t〉π + 2a = 0. From the Fredholm
Alternative Lemma and from the equality Pn(b(t) + a sign(sin 2t)) = 0 it follows
that there exists h = h+ ∈ QnL

2 such that h′′ + n2h = b(t) + a sign(sin 2t),
h(0) = h(π) = 0.

Theorem 4.5. Let n = 2, f(t, x) = b(t) + a sign(x) + g(x), and a−1J2 >

(h+(π/2))2. Then (4.3) has at least one solution.

5. Vector Dirichlet BVP

5.1. Preliminary. Here we discuss the Dirichlet BVP in RN , N > 1:

(5.1) x′′ + Bx + f(t,x) = 0, x(0) = x(π) = 0.

Throughout this section elements of RN and functions to this space are bold-
faced: 0 ∈ RN , x: [0, π] → RN , f : [0, π] × RN → RN , B is an N × N matrix.
Denote by 〈 · , · 〉N and | · |N a product and the corresponding norm in RN ; the
formula

〈x,y〉L2 =
∫ π

0

〈x(t),y(t)〉N dt

defines the scalar product in the space L2 = L2([0, π]; RN ).
If B has no eigenvalues of the type k2 for integer k > 0, then the differential

operator x′′ + Bx with the Dirichlet boundary conditions x(0) = x(π) = 0 is
continuously invertible in L2 and (if f is bounded or sublinear) the index at
infinity of the vector field x− (d2/dt2 +B)−1f(t,x) is equal to either +1 or −1.

Let 1 be a simple eigenvalue of the matrix B, Be = e, |e|N = 1, let B have
not other eigenvalues of the form k2 for integer k.

Suppose the nonlinearity f has the form

f(t,x) = G(t,x) + g(t,x),

where the function G is positively homogeneous of order 0:

G(t, rx) ≡ G(t,x), r > 0;

and g → 0 at infinity. The function G has discontinuity at the origin (if it
is nonconstant in x), the function g must compensate this discontinuity. The
simplest case is G ≡ b(t), here g may be continuous.

The operator A = (−d2/dt2)−1:L2 → L2 with the boundary conditions
x(0) = x(π) = 0 is well defined. Its spectrum σ(A) consists from zero and from
the eigenvalues k−2, each has the multiplicity N , adjoined vectors do not exist.
The eigenfunction e sin t corresponds to the eigenvalue 1 of the operator AB, the
operators A and B commute. Let B∗e∗ = e∗, where B∗ is the transposed matrix
and ‖e∗‖N = 1. The function e∗ sin t is an eigenfunction of the operator AB∗:
AB∗(e∗ sin t) = e∗ sin t. Put Px =

√
2/π〈e∗ sin t,x〉L2 and Qx = x− Px.
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Consider the vector field

(5.2) Φx(t) = x−A(Bx(t) + f(t,x(t))).

If

µ±
def=

∫ π

0

sin t〈e∗,G(t,±re sin t)〉N dt 6= 0,

then (1.5) holds, the field Φ is once degenerate.
Twice degenerate cases appear if µ+µ− = 0.
Theorem 2.1 is formulated for the fields Φ of the form (2.1), different from

(5.2). To study fields (5.2) it is possible either to reformulate Theorem 2.1 or
to assume that the matrix B is invertible. In the last case field (5.2) has the
form (2.1): Φx(t) = x−AB(x(t) + F (x)), where F (x) = B−1f(t,x(t)).

To study the field Φ using Theorem 2.1, it is necessary to find leading terms
of the expressions

J± =
∫ π

0

sin t〈e∗, g(t,±re sin t+ h(t))〉N dt

and

S± =
∫ π

0

sin t〈e∗,G(t,±re sin t+ h(t))−G(t,±e)〉N dt.

Here h(t) = h±(t) + h̃(t), where h±(t) = (I − ABQ)−1AQG(t,±e), and
‖h̃‖C1 ≤ ε(r), where ε(r) → 0 as r → ∞. The values J+ and S+ must be
analyzed if µ+ = 0, the values J− and S− must be analyzed if µ− = 0.

For scalar BVPs expansions for similar to J± and S± expressions are pre-
sented in Section 3. For the vector equations there are two very different cases.
The simplest one is G ≡ b(t), it is considered in the next subsection. In this
case S± = 0 and J± have leading terms of order r−2.

For generic G the expressions S± contain leading terms of order r−1, this
case is a subject of another paper. We would only like to emphasize the formula

S± =
1
r

∫ π

0

〈
e∗,

∂G(t,x)
∂x

∣∣∣∣
x=±e

h±(t)
〉

N

dt+ o(r−1),

it holds for continuous at x 6= 0 and differentiable at x = ±e functions G(t,x).
Generic homogeneous functions G have discontinuities not only at the origin.

For example, let n = 2, x = (x1, x2), and f(t,x) = (f1(t, x1, x2), f2(t, x1, x2)). If
f1(t, x1, x2) = 2π−1 arctan(x1), then f1 = sign(x1)+g(x1); the function sign(x1)
is discontinuous along the strict line x1 = 0 on the plane (x1, x2).

5.2. The case G ≡ b(t). Suppose

|g(t,x1)− g(t,x2)|N ≤ |x1 − x2|N G(min{|x1|N , |x2|N}), x1,x2 ∈ RN .

We do not use similar assumptions to study the scalar case. Such difference
between scalar and vector cases follows from the multiplace character of the
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functions gj(t, x1, . . . , xN ): it is impossible to use the change of variables re(t)+
h(t) = u as this is done in the proof of Lemma 3.1 in Subsection 3.4.

Let

|g(t,x)|N ≤ G(|x|N ), |g(t1,x)− g(t2,x)|N ≤ |t1 − t2|G(|x|N ),

let G: R+ → R+ decrease and satisfy (3.4) for k = 1.
In the above assumptions

J± = ±r−2J± + o(r−2), J± =
∫

R±
u〈e∗, (g(0, ue) + g(π, ue))〉N du.

Let us formulate a simple result on the solvability of problem (5.1).

Theorem 5.1. Let G ≡ b(t) and 〈sin t, 〈e∗, b(t)〉N 〉π = 0. If J+J− > 0,
then problem (5.1) has at least one solution.

The assumption J+J− > 0 generalizes the assumption J+
1 J−1 > 0 of Theo-

rem 4.1.

6. Applications to bifurcations

6.1. General discussion. The possibility to compute the index at infinity
gives a standard set of results on solvability, non-uniqueness, bifurcations etc. For
example, if the index is non-zero, then the corresponding operator equation or
BVP has at least one solution, some examples are presented above in Sections 4
and 5. If a singular point x0 of a vector field is known, its index is well defined,
and differs from the index at infinity, then there exists at least one singular point
x1 6= x0.

Suppose a linear operator A satisfies all the assumptions of Subsection 2.1
and consider the vector field

Vλx = x− λAx−AF (x;λ);

the parameter λ ∈ R is defined in a vicinity of the point λ0 = 1. There ex-
ists an unbounded continuous branch of singular points (generically there are 2
such branches) of the field Vλ. The existence follows from the simplicity of the
eigenvalue 1 of the operator A according to the Changing Index Principle [11]
developed by Mark Krasnosel’skĭı in the early 50’s of the previous century. To
prove the existence of unbounded branches, it is not necessary to compute the
index at infinity of the vector field Vλ0 ; the indices of the field Vλ for λ < λ0 and
for λ > λ0 are known and different, therefore such branches exist. However, the
information about the value of ind∞Vλ0 contains an essential additional informa-
tion about bifurcation diagrams, i.e. about the possible number of the branches
and about their geometry. The value ind∞Vλ0 may be computed with the use of
presented above constructions.
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If ind∞Vλ = 1 for λ ≥ λ0 and ind∞Vλ = −1 for λ < λ0, then generically
there exist 2 unbounded branches of singular points from the left of λ0, each of
them has the index −1, and a bounded branch with the index 1 for |λ−λ0| ≤ ε.
Therefore there exist at least 3 singular points for λ < λ0 close enough to λ0.
The simplest bifurcation diagram is presented at the left-hand part of Figure 1.
If ind∞Vλ = 1 for λ > λ0 and ind∞Vλ = −1 for λ < λ0, but ind∞Vλ0 = 0,
then generically there exists an unbounded branch of the index −1 for λ < λ0,
there exists an unbounded branch of the index +1 for λ > λ0, no singular points
for λ = λ0. The simplest bifurcation diagram for this case is presented at the
right-hand part of Figure 1.

�λ λλ0 λ0

PxPx

−1

−1 1 −1

1

Figure 1. The simplest bifurcation diagrams for x = λAx + AF (x; λ)

More complex bifurcation diagrams are possible as well for these combina-
tions of indices; additional branches of singular points may exist; generically, the
total index of these branches equals 0 for any λ.

In the next subsection we present (without complete proofs) some illustrative
results on bifurcations at infinity for Dirichlet BVPs. To prove them one can
replace BVPs by equivalent operator equations of the type x = Ax+ AF (x;λ),
A = (−d2/dt2)−1, F (x;λ) = f(t, x(t);λ). The linear part x − Ax is degenerate
and independent of the parameter, it is possible to apply Theorems 2.1 and 2.4
to study the vector fields Uλx = x−Ax−AF (x;λ).

6.2. Examples.

Example 6.1. In this example |ind∞Uλ0 | = 1, ind∞Uλ = 0 for λ 6= λ0. Such
situation appears if the leading homogeneous nonlinearities of order 0 define the
number ind∞Uλ = 0 for λ 6= λ0, for λ = λ0 the leading terms are degenerate,
and smaller terms define ind∞Uλ0 6= 0.
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Theorem 6.2. Let λ0 be an isolated zero of the function

b(λ) def= 〈sin t, b(t;λ)〉π.

Suppose |g(u;λ)| ≤ G(|u|), the function G satisfies (3.4) for k = 1, and

(6.1) K
def=

∫ ∞

0

ug(u;λ0) du
∫ 0

−∞
ug(u;λ0) du > 0.

Then λ0 is an asymptotic bifurcation point for the problem

(6.2) x′′ + x+ b(t;λ) + g(x;λ) = 0, x(0) = x(π) = 0 :

for any ε > 0 the set of all solutions x for all values of λ, |λ − λ0| < ε is
unbounded in L2. There exists an ε > 0 such that problem (6.2) has at least two
solutions for λ ∈ {|λ− λ0| < ε, λ 6= λ0}.

�λ λλ0 λ0

PxPx

1

−1

1

−1

1

Figure 2. Bifurcation diagrams for equation (6.2)

The simplest bifurcation diagram that is possible under the assumptions of
Theorem 6.2 if b(λ0 + 0)b(λ0 − 0) < 0 is drawn schematically at the left-hand
part of Figure 2. If b(λ0 + 0)b(λ0 − 0) > 0, then the bifurcation diagram has
another form.

At the right-hand part of Figure 2 there is a bifurcation diagram for (6.2)
if instead of (6.1) the opposite inequality K < 0 holds. The Changing Index
Principle is inapplicable: for all values of λ the index at infinity is well defined
and is equal to 0.

From Theorem 2.4 (its assumptions are valid for the both choices of the sign)
it follows that the robust zero λ0 of the function b is an asymptotic bifurcation
point for problem (6.2); for λ sufficiently close to λ0 (either only for λ > λ0 or
only for λ < λ0) there exist al least two solutions of (6.2).



Index at Infinity and Bifurcations 121

Example 6.3. Bifurcations of the BVP

(6.3) x′′ + x+ b(t) + g(x;λ) = 0, x(0) = x(π) = 0, 〈sin t, b(t)〉π = 0.

are defined by the functions

(6.4) γ±(λ) =
∫

R±
ug(u;λ) du.

Let |g(u;λ)| ≤ G(|u|) and let G satisfy condition (3.4) for k = 1.

Theorem 6.4. If either λ0 is a robust zero of the function γ+ and γ−(λ0) 6=
0 or λ0 is a robust zero of the function γ− and γ+(λ0) 6= 0, then λ0 is an
asymptotic bifurcation point for problem (6.3).

Theorem 6.4 also follows from the Changing Index Principle. For example,
let (λ − λ0)γ+(λ) > 0 for λ 6= λ0 and γ−(λ0) < 0. For this case ind∞Uλ = 1
for λ > λ0 and ind∞Uλ = 0 for λ < λ0.

If λ0 is a robust zero of both functions (6.4) simultaneously, then it is also
an asymptotic bifurcation point for problem (6.3) (the index is undefined in the
point λ0).

If γ+(λ)γ−(λ) > 0, λ 6= λ0, then the Changing Index Principle is applicable,
ind∞Uλ = sign(γ+(λ)) 6= 0 and γ+(λ+ 0) = −γ+(λ− 0).

If γ+(λ)γ−(λ) < 0, λ 6= λ0, then ind∞Uλ = 0 for λ 6= λ0, the Changing
Index Principle is inapplicable, but the value λ0 is an asymptotic bifurcation
point (6.3), this follows from Theorem 2.4.

Under the assumptions of Theorem 6.4 functions (6.4) may change their signs
even if the function g(x;λ) is independent of λ for |x| large enough. This means
that solutions of (6.3) appear from infinity when we change the values of the
nonlinearity in a bounded w.r.t. x domain.

Example 6.5. Consider the problem

(6.5) x′′ + 4x+ 3λ sin t+ g(x) = 0, x(0) = x(π) = 0.

Now the critical eigenfunction is sin 2t, the linearized problem x′′+4x+3λ sin t =
0 has a unique solution h∗(t) = −λ sin t⊥ sin 2t; obviously, h∗(π

2 ) = −λ. Sup-
pose that |g(x)| ≤ G(|x|) and (3.4) is valid for k = 1. The integrals

i1 =
∫ ∞

−∞
u g(u) du, i2 =

∫ ∞

−∞
g(u) du

converge absolutely; let i2 6= 0. The value λ0 = −2i1/i2 of the parameter is a
robust zero of the function

δ(λ) =
∫ ∞

−∞
u(g(u) + g(u− λ)) du = 2i1 + λi2,
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by expansions (3.10) the sign of the function δ defines the sign of the index ±1
of the vector field x − A(4x + 3λ sin t + g(x)) at infinity. The value λ0 is an
asymptotic bifurcation point of this field and of problem (6.5).

The last example is very particular, it is interesting because only the ampli-
tude of the non-resonant term sin t depends on the parameter λ.

7. Other boundary problems

7.1. The Dirichlet BVP on the domain with a smooth bound-
ary. Theorems 2.1 and 2.4 are applicable to some classic BVPs for PDEs. Let
Ω be a planar bounded domain, let its boundary ∂Ω be a smooth curve of the
length `. Consider the BVP

∆u+ λ0u+ b(x, y) + g(x, y, u) = 0, u(x, y) = 0|(x,y)∈∂Ω,

where λ0 is the leading eigenvalue of the Laplace operator −∆ with the Dirich-
let boundary conditions. To compute the index at infinity of the field u −
(−∆)−1(λ0u + b + g) it is convenient to analyze the asymptotics of the inte-
grals

J± =
∫

Ω

e(x, y)g(x, y,±re(x, y) + h(x, y)) dx dy,

∆e+ λ0e = 0, e(x, y) = 0|(x,y)∈∂Ω.

Let us choose a point (x0, y0) ∈ ∂Ω and let us parameterize the curve ∂Ω by the
points ϕ ∈ [0, `] preserving the length: Φ: [0, `] → ∂Ω; Φ(0) = Φ(`) = (x0, y0).
Let g(Φ(ϕ), u) be the values of the function g(x, y, u) for (x, y) ∈ ∂Ω, let ν(ϕ)
be the derivative of the function e in the point Φ(ϕ) toward the inner normal to
∂Ω. In these notations

J± = ±r−2

∫ `

0

(ν(ϕ))−1 dϕ

∫
R±

u g(Φ(ϕ), u) du+ o(r−2).

If λ0 is some other eigenvalue (not the leading one), then the formulas have
much more cumbersome form (as well as for ODEs), the corresponding eigen-
function takes zero values not only on the curve ∂Ω, but also in other points.

7.2. Non-power leading terms, the Dirichlet BVP in domains with
nonsmooth boundaries. Asymptotic expansions may have close to (2.6) form

(7.1) 〈e∗, F (±re+ h)〉 = α±ζ±(r) + o(ζ±),

where ζ+, ζ− are decreasing at +∞ positive functions, α± equals +1 or −1.
Similar to Theorem 2.1 results make it possible to compute the index at infinity
of fields satisfying (7.1) instead of (2.5).
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Expansions (7.1) appear, for example, for the Dirichlet BVP on the square
Ω = {x, y ∈ [0, π]}. Denote by Au the inverse operator to the linear differential
operator −∆ with the boundary conditions u(x, y) = 0|(x,y)∈∂Ω. Singular points
of the field Φu = u−A(2u+ g(x, y, u)) coincide with the solutions of the BVP

uxx + uyy + 2u+ f(x, y, u) = 0, u(x, y) = 0|(x,y)∈∂Ω.

The number 1 is the simple eigenvalue of 2Au, it corresponds to the eigenfunction
e(x, y) = sinx sin y. If f(x, y, u) = b(x, y)+g(u), |g(x)| ≤ G(|x|), and the integral∫ +∞

uG(u) lnu du

converges absolutely, then∫ π

0

∫ π

0

e(x, y)g(±re(x, y) + h(x, y)) dx dy = ±4 ln r
r2

∫
R±

u g(u) du+ o(r−2 ln r).

Such expansions make it possible to compute the index at infinity of the field Φ
and to prove various statements on the Dirichlet BVP on the square.

7.3. The Neumann problem. Consider the BVP

(7.2) x′′ + x+ b(t) + g(t, x) = 0, x′(0) = x′(π) = 0.

The spectrum of the linear operator −x′′ with these boundary conditions consists
from the numbers 0, 1, 4, . . . , the eigenfunctions are 1, cos t, cos 2t, . . . . Let g
satisfy (3.3) and let (3.4) hold for k = 1.

If 〈cos t, b(t)〉π 6= 0, then the index at infinity of the corresponding vector
field

Φx = x−
(
− d2

dt2
+ 1

)−1

(2x+ b(t) + g(t, x))

is equal to 0. If 〈cos t, b(t)〉π = 0, then the linear problem x′′ + x + b(t) = 0,
x′(0) = x′(π) = 0, has a unique solution h∗ satisfying 〈cos t, h∗(t)〉π = 0.

Theorem 7.1. Let 〈cos t, b(t)〉π = 0 and∫ ∞

−∞
u g(π/2, u+ h∗(π/2)) du 6= 0.

Then problem (7.2) has at least one solution.

Expansions (3.14) are useful to prove the last theorem. For the Neumann
BVPs with nonlinearities of general type (1.1) necessary assumptions are more
cumbersome; they include the right-hand side of (3.15).
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7.4. The case e′ = 0. Eigenfunctions of some BVP vanish together with
their derivatives. The typical example is the BVP

x(IV) − λx = f(t, x), x(0) = x′(0) = x(1) = x′(1) = 0.

If λ0 is an eigenvalue of the differential operator x(IV) with these boundary con-
dition, then various degenerate cases appear. Presented in this paper approach
can be continued to study these cases and to compute the index at infinity.

To take into account weak nonlinearities it is necessary to analyse the asymp-
totics of the integrals I±j and Ij , where e(t) = e(s)(t − t0)s + o((t − t0)s). The
case s > 1 does not contain any additional difficulties, we would like to mention
the expansion∫ t0+δ

t0−δ

e(t) g(t, re(t) + h(t)) dt

=
θr−1−θ

|e(s)|θ

∫ ∞

−∞
sign(u)|u|θ g(t0, u+ h∗(t0)) du+ o(r−1−θ),

θ = s−1, h = h∗ + h̃, h̃ = o(1); the restriction on G has the opposite to (1.7)
form ∫ ∞

uθ G(u) du <∞.

7.5. Nonlinearities with derivatives. Consider the Dirichlet BVP

(7.3) y′′ + y + ψ(t, y, y′) = 0, y(0) = y(π) = 0

and the vector field Ψx = x − Ax − ψ(t, Ax, (Ax)′), where A = −(d2/dt2)−1

with the Dirichlet boundary conditions. Any zero x of the field Ψ generates the
solution y = Ax of (7.3).

(1) Let ψ(t, x, x′) = f(t, x) + χ(t, x, x′). If |χ(t, x, x′)| = o((|x| + |x′|)−2),
then

〈sin t, χ(t, r sin t+ h(t), r cos t+ h′(t))〉π = o(r−2),

the leading term of order r−2 in the expansions of projections is independent of
χ, and all the results on solvability and bifurcations remain.

(2) Let ψ(t, x, x′) = f(t, x) + χ(t, x′), let χ(t, x′) → 0 as x′ → ∞. Then it
is possible to apply Lemma 3.1 with e(t) = cos t and q(t) = sin t to estimate
the projection dr = 〈sin t, χ(t, r cos t+ h′(t))〉π. The function cos t equals zero
on [0, π] in the point π/2 only, therefore the number k from (3.2) is equal to 0,
and q(0) = 1. Therefore dr has order r−1:

dr = µ∗r−1 + o(r−1), µ∗ =
∫ ∞

−∞
χ(π/2, u) du 6= 0,
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and defines the leading terms. Let f(t, x) = b(t) + a(t)signx + g(t, x), µ+ = 0,
µ− 6= 0 (µ± are defined by (1.4)), and

(7.4) |χ(t, y)| ≤ G(|y|),
∫ ∞

G(u) du <∞, lim
|x|→∞

sup
t∈[0,π]

|x g(t, x)| → 0.

Theorem 7.2. If µ∗µ− < 0, then (7.3) has at least one solution.

If µ∗µ− > 0, then ind∞Ψ = 0 in L2. From the last condition in (7.4) it
follows that 〈sin t, g(t, r sin t+ h)〉π = o(r−1).

Theorem 7.2 does not follow directly from Theorem 2.1: the vector field Ψ
has the form different from x− Ax− AF (x); some additional constructions are
necessary.

(3) Let ψ(t, x, x′) = b(t) + g(x, x′) and

lim
|x|+|x′|→0

|g(x, x′)| = 0.

If b = 〈sin t, b(t)〉π 6= 0, then ind∞Ψ = 0. If b = 0, then the index is defined by
the leading terms of the expressions

G±r = 〈sin t, g(±r sin t+ h(t),±r cos t+ h′(t))〉π.

If at infinity g(x, y) = R−αg0(ϕ) + o(R−α), x+ yi = Reϕi, then the asymptotics
of G±r are defined by the value of α; the behavior of G±r is very close to the
behavior of Gr for the case e(t) ≥ ε0 > 0 (see Section 1).

References

[1] J. M. Alonso and R. O. Ortega, Unbounded solutions of semilinear equations at
resonance, Nonlinearity 6 (1996), 1099–1111.
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