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#### Abstract

An extension of the celebrated Sharkovskiri cycle coexisting theorem (see [14]) is given for (strongly) admissible multivalued self-maps in the sense of [8], on a Cartesian product of linear continua. Vectors of admissible self-maps have a triangular structure as in [10]. Thus, we make a joint generalization of the results in [2], [5], [6] (a multivalued case), in [10] (a multidimensional case), and in [15] (a linear continuum case). The obtained results can be applied, unlike in the single-valued case, to differential equations and inclusions.


## 1. Introduction

The classical Sharkovskiĭ cycle coexisting theorem ([14]) says that if a continuous function $f: \mathbb{R} \rightarrow \mathbb{R}$ has a point of period $n$ with $n \triangleright k$, where $n \triangleright k$ denotes that $n$ is greater than $k$ in the Sharkovskǐ ordering of positive integers, namely

$$
\begin{aligned}
3 \triangleright 5 \triangleright 7 \triangleright \ldots \triangleright 2 \cdot 3 \triangleright 2 \cdot 5 \triangleright 2 \cdot 7 \triangleright \ldots \triangleright 2^{2} \cdot 3 \triangleright 2^{2} \cdot 5 \triangleright 2^{2} \cdot 7 \triangleright \ldots \\
\ldots \triangleright 2^{n} \cdot 3 \triangleright 2^{n} \cdot 5 \triangleright 2^{n} \cdot 7 \triangleright \ldots \triangleright 2^{n+1} \cdot 3 \triangleright 2^{n+1} \cdot 5 \triangleright 2^{n+1} \cdot 7 \triangleright \ldots \\
\ldots \triangleright 2^{n+1} \triangleright 2^{n} \triangleright \ldots \triangleright 2^{2} \triangleright 2 \triangleright 1,
\end{aligned}
$$

then it has also a point of period $k$.

[^0]By a point $x_{0} \in \mathbb{R}$ of period $m \in \mathbb{N}$ (shortly, an $m$-periodic point) to $f$ we mean the fixed-point of the $m$-th iterate $f^{m}$ of $f$ (i.e. of the $m$-fold composition of $f$ with itself), but $x_{0} \neq f^{j}\left(x_{0}\right)$, for $1 \leq j<m$.

This deep result was extended in various directions (see e.g. [2], [5], [6], [10], [15], and the references therein).

In [15], it was shown by $H$. Schirmer that $\mathbb{R}$ can be replaced by a linear continuum $\mathbb{L}$ and that this replacement is in a certain sense the only possible one.

Definition 1.1. We say that a (linearly) ordered set $\mathbb{L}$ with more than one point is a linear continuum, whenever
(a) $\mathbb{L}$ has the least upper bound property,
(b) $\mathbb{L}$ is order dense, i.e. if $x<y$, then there exists $z$ so that $x<z<y$,
and we endow $\mathbb{L}$ with the order topology, by which $\mathbb{L}$ becomes a topological (Hausdorff) space.

The linear continuum is not a continuum as usual. As typical examples of linear continua are usually mentioned the real line, any interval or the unit square in the lexicographical order. We also recall that an ordered set in the order topology is a linear continuum if and only if it is connected.

Theorem 1.2 ([15]). Let $\mathbb{L}$ be a linear continuum and let $f: \mathbb{L} \rightarrow \mathbb{L}$ be a continuous function. If $f$ has an n-periodic point, then $f$ has also a $k$-periodic point, for every $k \triangleleft n$.

Because of well-known counter-examples (cf. [10]), $\mathbb{R}$ cannot be replaced by $\mathbb{R}^{N}$, where $N>1$, in general. Nevertheless, for the maps $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ having a special "triangular" structure, the following theorem was obtained by P. E. Kloeden in [10].

Theorem 1.3 ([10, Section 3]). Let I be a compact subset of $\mathbb{R}^{N}$ of the form

$$
I=\prod_{i=1}^{N} I_{i}
$$

where $I_{i} \subset \mathbb{R}$ is a compact interval, for $i=1, \ldots, N, N \in \mathbb{N}$, and let $f: I \rightarrow I$ be a continuous mapping of the form

$$
f_{i}\left(x_{1}, \ldots, x_{N}\right)=f_{i}\left(x_{1}, \ldots, x_{i}\right)
$$

for $i=1,2, \ldots, N$, i.e. a mapping for which the $i$-th component $f_{i}$ depends only on the first independent variables $x_{1}, \ldots, x_{i}$. If $f$ has an $n$-periodic point, then $f$ has also a $k$-periodic point, for every $k \triangleleft n$.

Remark 1.4. By the same reasons as in $\mathbb{R}$ (see [13]), the assertion of Theorem 1.3 holds, without any change, for $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ as well.

In [2], [5], [6], a multivalued version of Sharkovskii's theorem was presented in terms of orbits for upper-semicontinuous maps whose sets of values are either single points or closed intervals in $\mathbb{R}$ (i.e. in particular, compact and convex sets) which we called as $M$-maps. Let us recall that a multivalued mapping $\varphi: X \leadsto Y$ (i.e. $\varphi: X \rightarrow 2^{Y} \backslash\{\emptyset\}$ ) is upper-semicontinuous if $\varphi^{-1}(U)=\{x \in X: \varphi(x) \subset U\}$ is open in $X$, for every open subset $U$ of $Y$.

By an orbit of $k$-th order (shortly, a $k$-orbit) to an $M$-map $\varphi$, we mean a sequence $\left\{x_{i}\right\}_{i=0}^{\infty}$ such that
(a) $x_{i+1} \in \varphi\left(x_{i}\right), i=0,1, \ldots$,
(b) $x_{i}=x_{i+k}, i=0,1, \ldots$,
(c) this orbit is not a product orbit formed by going $p$-times around a shorter orbit of $m$-th order, where $m p=k$.
If still
(d) $x_{i} \neq x_{j}$, for $i \neq j, i, j=0, \ldots, k-1$,
then we speak about a primary orbit of $k$-th order (shortly, a primary $k$-orbit).
Theorem 1.5 ([6, Corollary 7$])$. Let an $M$-map $\varphi: \mathbb{R} \leadsto \mathbb{R}$ have an n-orbit, where $n=2^{m} q, m \in \mathbb{N}_{0}=\mathbb{N} \cup\{0\}$, and $q$ is odd, and let $n$ be maximal in the Sharkovskǐ̌ ordering.
(a) If $q>3$, then $\varphi$ has a $k$-orbit, for every $k \triangleleft n$, except $k=2^{m+2}$.
(b) If $q=3$, then $\varphi$ has a $k$-orbit, for every $k \triangleleft n$, except $k=2^{m+1} 3,2^{m+2}$, $2^{m+1}$.
(c) If $q=1$, then $\varphi$ has a $k$-orbit, for every $k \triangleleft n$.

Corollary 1.6. Let an $M$-map $\varphi: \mathbb{R} \leadsto \mathbb{R}$ have an $n$-orbit, $n \in \mathbb{N}$. Then $\varphi$ has also a $k$-orbit, for every $k \triangleleft n$, with the exception of at most three orbits.

Let us note that (at most three) exceptional orbits in Theorem 1.5 and Corollary 1.6 are due to counter-examples (see [2], [6]) by which a full multivalued analogy to classical (single-valued) Sharkovskiî's theorem fails, in general.

The aim of the present paper is to make a joint generalization of Theorems 1.2, 1.3 and 1.5. The obtained results (Theorem 4.1 and Corollary 4.3) are then applied to differential systems.

In the first stage, when replacing $\mathbb{R}$ by $\mathbb{L}$ in Theorem 1.5 (see Theorem 3.8 and Corollary 3.9), the notion of $M$-maps will be understood in a more general setting.

Definition 1.7. An upper-semicontinuous mapping $\varphi: \mathbb{L} \leadsto \mathbb{L}$ is called an $M$-map, whenever the sets of values of $\varphi$ are either single points or (nonempty) closed intervals of $\mathbb{L}$.

The generalized notion of convexity on $\mathbb{L}$ will be understood in a similar way, namely it is nothing else than connectedness.

On the other hand, on (finite) Cartesian products $\mathbb{L} \times \ldots \times \mathbb{L}$ of $\mathbb{L}$, the most natural extension of $M$-maps is, in view of applications to differential equations in Chapter 5, the class of (strongly) admissible maps in the sense of L. Górniewicz ([3], [8]).

Definition 1.8. Assume that $X, Y$ are topological Hausdorff spaces and that $\varphi: X \leadsto Y$. We say that $\varphi$ is admissible if there exists a topological Hausdorff space $\Gamma$ and two continuous (single-valued) mappings $p: \Gamma \Rightarrow X, q: \Gamma \rightarrow Y$ such that:
(a) $p$ is onto,
(b) $p$ is perfect, i.e. $p$ is closed and $p^{-1}(x)$ is compact for all $x \in X$,
(c) $p^{-1}(x)$ is acyclic, i.e. homologically the same as a one point space (for more details, see [3], [8]),
(d) $\varphi(x)=q\left(p^{-1}(x)\right)$ for all $x \in X$.

Let us note that in [8], where the spaces $X, Y$ were only metric, these maps are called strongly admissible, while by admissible maps those having a (multivalued) strongly admissible selection (i.e. $q\left(p^{-1}(x)\right) \subset \varphi(x)$, for all $x \in X$, in (d)) were understood. Moreover, in metric spaces, $p$ can be only proper in (b) (i.e. $p^{-1}(x)$ compact, for all $x \in X$ ), because the closedness of $p$ follows there automatically.

The closedness of $p$ is essential, because it implies, jointly with (a), the uppersemicontinuity of $p^{-1}$, and subsequently (see (d)) of $\varphi$. Since the continuous $q$-image of the compact and acyclic (i.e. in particular, connected) set $p^{-1}(x)$ (see (b) and (c)) is compact and connected, the same must be true (see (d)) for $\varphi$. Thus, admissible maps are always upper-semicontinuous with nonempty, compact and connected values.

There is still another remarkable property of admissible maps, namely that their class is closed w.r.t. finite compositions. This follows from the following commutative diagram:

where $\widetilde{p}, \widetilde{q}$ are natural projections, because

$$
q\left(p^{-1}(x)\right)=\varphi_{2}\left(\varphi_{1}(x)\right) \quad \text { for all } x \in X
$$

where $p(u, v)=p_{1} \circ \widetilde{p}(u, v)=p_{1}(u)$ and $q(u, v)=q_{2} \circ \widetilde{q}(u, v)=q_{2}(v)$. In other words, a finite composition of admissible maps is also admissible.

Since admissible maps $\varphi: \mathbb{L} \leadsto \mathbb{L}$ reduce themselves on $\mathbb{L}$ obviously to $M$-maps in the sense of Definition 1.7 , and, vice versa, $M$-maps on $\mathbb{L}$ can be easily checked to be admissible in the sense of Definition 1.8 , we have an equivalence on $\mathbb{L}$, and so their class is again closed w.r.t. finite compositions and, in particular, w.r.t. iterations.

Let us note that we could even consider the class of upper-semicontinuous maps with compact connected values for the same aim. However, then we do not have to our disposal any sufficient conditions guaranteing the existence of the given $n$-orbit.

Let us finally point out that, in contrast to this, the existence of at least one or several $n$-orbits to special (e.g. compact) admissible self-maps on ANR-spaces can be guaranteed by the recent results in [4], obtained by means of the Lefschetz and the Nielsen periodic-point theorems.

## 2. Alternative proof of an important statement

In this section, the alternative proof of Theorem 4 in [2] is mainly presented which is also suitable for a linear continuum extension. Besides Theorem 4 (in [2]), three simple lemmas play a fundamental role in the proof of the above Theorem 1.5. The first one (cf. [2, Lemma 1]) can be easily extended from a real line to a linear continuum in the following way.

Lemma 2.1. Let $\varphi: I \leadsto \mathbb{L}$ be an $M$-map, where $I=[a, b] \subset \mathbb{L}$ is a closed interval. If there are points $A \in \varphi(a)$ and $B \in \varphi(b)$ such that $a<A, B<b$ or $a>A, B>b$, then there exists a fixed-point of $\varphi$.

Proof. At first, we consider the case $a<A, B<b$. We define $s:=$ $\sup \{t \in[a, b]:$ there exists $T \in \varphi(t)$ such that $T \geq t\}$. Thanks to $a<A, s$ is well-defined. Assuming the existence of $S_{1} \in \varphi(s), S_{1}>s$, and the absence of $S_{2} \in \varphi(s), S_{2} \leq s$ (what immediately implies $s \neq b$ ), we obtain a contradiction with the upper-semicontinuity of $\varphi$, because $\varphi(s)$ is compact and $\varphi(t)<t$, for every $t>s$.

Assuming the existence of $S_{2} \in \varphi(s), S_{2}<s$, and the absence of $S_{1} \in \varphi(s)$, $S_{1} \geq s$ (what immediately implies $s \neq a$ ), we obtain again, in view of the definition of $s$, a contradiction to the upper-semicontinuity of $\varphi$. Thus, $s$ is a fixed-point of $\varphi$.

Now, we consider the case $a>A, B>b$. We define $r:=\inf \{t \in[a, b]:$ there exists $T \in \varphi(t)$ such that $T \geq t\}$. Assuming the existence of $R_{1} \in \varphi(r)$, $R_{1}>r$, and the absence of $R_{2} \in \varphi(r), R_{2} \leq r$ (what immediately implies $r \neq a)$, we obtain a contradiction to the upper-semicontinuity of $\varphi$, because $\varphi(r)$ is compact and $\varphi(t)<t$, for every $t<r$.

Assuming the existence of $R_{2} \in \varphi(r), R_{2}<r$, and the absence of $R_{1} \in$ $\varphi(r), R_{1}>r$ (what immediately implies $r \neq b$ ), we obtain again, in view of
the definition of $r$, a contradiction to the upper-semicontinuity of $\varphi$. Thus, $r \in \varphi(r)$.

In the proof of two further lemmas, only standard properties of the reals, whose analogies hold without any difference on a linear continuum as well, are used (i.e. linear ordering, the density of ordering structure and the least upper bound property). Therefore, we can immediately reformulate Lemma 2 in [2] and Lemma 3 in [6] as follows.

Lemma 2.2. Let $\varphi: \mathbb{L} \leadsto \mathbb{L}$ be an $M$-map. Assume that $I_{k} \subset \mathbb{L}, k=0, \ldots$, $n-1$, are closed intervals such that $I_{k+1} \subset \varphi\left(I_{k}\right)$, for $k=0, \ldots, n-1$, which we write as $I_{0} \rightarrow I_{1} \rightarrow \ldots \rightarrow I_{n}=I_{0}$. Then the $n$-th iterate $\varphi^{n}$ of $\varphi$ has a fixed-point $x_{0}$ (i.e. $x_{0} \in \varphi^{n}\left(x_{0}\right)$ ) with $x_{k+1} \in \varphi\left(x_{k}\right), x_{n}=x_{0}$, where $x_{k} \in I_{k}$, for $k=0, \ldots, n-1$.

Lemma 2.3. Let $\varphi: \mathbb{L} \leadsto \mathbb{L}$ be an $M$-map and let there exist $a, A, b, B \in \mathbb{L}$ such that $A \in \varphi(a), B \in \varphi(b)$. If $C \in[A, B]$, then there exists a point $c \in[a, b]$ such that $C \in \varphi(c)$.

The proof of Theorem 4 in [2] (for its linear continuum version see Theorem 2.7 below) is there based on the following approximation lemma, which is a particular case of [7, Lemma 4.5], see also [7, Remark 4.6].

Lemma 2.4 ([2, Lemma 3]). Let $\varphi: I \leadsto I$ be a composition of $M$-maps $\varphi_{i}$ : $I_{i-1} \leadsto I_{i}, i=1, \ldots, n$, i.e. $\varphi=\varphi_{n} \circ \ldots \circ \varphi_{1}$, where $I_{0}=I_{n}=I \subset \mathbb{R}$ and $I, I_{1}, \ldots, I_{n}$ are closed intervals. Assume that $a_{k}$ are fixed-points of $\varphi$, $a_{k} \in \varphi\left(a_{k}\right), k=1, \ldots, m$. Then, for every $\varepsilon>0$, there exists a continuous $\varepsilon$-approximation $f=f_{n} \circ \ldots \circ f_{1}$ of $\varphi$ (on the graph of $\varphi$ ), namely $\Gamma_{f} \subset N_{\varepsilon}\left(\Gamma_{\varphi}\right)$, where $N_{\varepsilon}(\Gamma)$ denotes an open neighbourhood of $\Gamma$ in $\mathbb{R}^{2}$, such that $f_{i}$ are continuous $\delta(\varepsilon)$-approximations of $\varphi_{i}$, for every $i=1, \ldots, n$, with $\lim _{\varepsilon \rightarrow 0} \delta(\varepsilon)=0$ and $a_{k}=f\left(a_{k}\right), k=1, \ldots, m$. Moreover, there exists $a_{i k}$ with $a_{i k} \in \varphi\left(a_{i-1, k}\right)$, $a_{0 k}=a_{k} \in \varphi_{n}\left(a_{n-1, k}\right)$ such that $a_{i k}=f_{i}\left(a_{i-1, k}\right), a_{0 k}=a_{k}=f_{n}\left(a_{n-1, k}\right)$, for every $i=1, \ldots, n-1$, and $k=1, \ldots, m$.

It is not quite clear to us, whether or not we can replace $\mathbb{R}$ by a linear continuum in Lemma 2.4.

Nevertheless, below we give the alternative proof of Theorem 4 in [2] which can be used for a linear continuum version, too.

The following proposition can be proved quite analogously (i.e. by means of Lemmas 2.1-2.3) as in [6], where only $M$-maps on $\mathbb{R}$ were considered.

Proposition 2.5. Assume that an $M$-map $\varphi: \mathbb{L} \leadsto \mathbb{L}$ has a primary $p$-orbit $\left\{x_{1}, \ldots, x_{p}\right\}$, where $p$ is even and $x_{1} \in \varphi\left(x_{1}\right)$, but $\varphi$ has no $l$-orbit with $l \triangleright p+1$. Then $\varphi$ admits a $k$-orbit, where $k$ is even, $k \leq p, k \neq 4$.

Although the proof of the following proposition is similar to the one of Proposition 2.5 , we give it, for the sake of completness.

Proposition 2.6. Assume that an $M$-map $\varphi: \mathbb{L} \leadsto \mathbb{L}$ has a primary $n$-orbit $\left\{x_{1}, \ldots, x_{n}\right\}$, where $n>3$ is odd and $x_{1} \in \varphi\left(x_{1}\right)$, but $\varphi$ has no $l$-orbit with $l \triangleright n$. Then $\varphi$ admits a $k$-orbit, for every $k \triangleleft n, k \neq 4$.

Proof. Obviously, thanks to a fixed-point $\left\{x_{1}\right\}$ (see the hypothesis), $\varphi$ admits a $k$-orbit, for every $k \geq n$. So, it suffices to show the existence of a $k$-orbit, where $k$ is even, $k \leq n, k \neq 4$.

We can assume that $x_{1}=0$ and $x_{1}<x_{2}$ (the other cases can be obtained, when translating and changing the orientation of axes, respectively). Furthermore, $x_{i} \notin\left[x_{1}, x_{2}\right]$, for every $i \in\{4, \ldots, n\}$, because otherwise we have either an odd orbit $\left\{x_{1}, x_{i}, x_{i+1}, \ldots, x_{n}\right\}$ or an odd orbit $\left\{x_{1}, x_{1}, x_{i}, x_{i+1}, \ldots, x_{n}\right\}$, accordingly $i$ is even or odd, but this is a contradiction with the assumption of the maximality of $n$.

Moreover, we can also suppose that $x_{3} \notin\left[x_{1}, x_{2}\right]$, because otherwise, we have an even orbit $\left\{x_{1}, x_{3}, \ldots, x_{n}\right\}$ with $x_{1} \in \varphi\left(x_{1}\right)$, and it is possible to use Proposition 2.5.

Now, it holds that $\operatorname{sgn}\left(x_{i}\right)=\operatorname{sgn}\left(x_{i+1}\right)$ implies $\operatorname{sgn}\left(x_{i+2}\right)=\operatorname{sgn}\left(x_{i}\right)$, for every $i \in\{2, \ldots, n-2\}$. Indeed, suppose conversely that there exists an $i \in$ $\{2, \ldots, n-2\}$ with the property $\operatorname{sgn}\left(x_{i}\right)=\operatorname{sgn}\left(x_{i+1}\right)$, and $\operatorname{sgn}\left(x_{i+2}\right) \neq \operatorname{sgn}\left(x_{i}\right)$. Then we consider

$$
\left[x_{1}, x_{2}\right] \rightarrow\left[x_{2}, x_{3}\right] \rightarrow \ldots \rightarrow\left[x_{i}, x_{i+1}\right] \rightarrow\left[x_{1}, x_{2}\right]
$$

if $i$ is odd or, if $i$ is even,

$$
\left[x_{1}, x_{2}\right] \rightarrow\left[x_{1}, x_{2}\right] \rightarrow\left[x_{2}, x_{3}\right] \rightarrow \ldots \rightarrow\left[x_{i}, x_{i+1}\right] \rightarrow\left[x_{1}, x_{2}\right] .
$$

In the both cases, applying Lemma 2.2 and taking into account that

$$
\left[x_{i}, x_{i+1}\right] \cap\left[x_{1}, x_{2}\right]=\emptyset, \quad \text { for } i \in\{3, \ldots, n-2\}
$$

(we note that the case $i=2$ must be treated separately), we obtain a shorter odd orbit, which is a contradiction.

Now, the proof splits into the following cases:
Case 1. $x_{i}>x_{2}$, for every $i \in\{3, \ldots, n\}$.
There are two possibilities:
(a) $x_{n}>x_{n-1}$. Since

$$
\left[x_{1}, x_{n-1}\right] \rightarrow\left[x_{1}, x_{n-1}\right] \rightarrow\left[x_{n-1}, x_{n}\right] \rightarrow\left[x_{1}, x_{n-1}\right]
$$

we have by Lemma 2.2 either a 3 -orbit of $\varphi$ or $x_{n-1} \in \varphi\left(x_{n-1}\right)$. In the second case, $\left[x_{n-1}, x_{n}\right] \subset \varphi\left(x_{n-1}\right)$, and Lemma 2.3 yields the existence of a
$b \in\left[x_{n-1}, x_{n}\right]$ such that $x_{2} \in \varphi(b)$. Subsequently, there is an even $(n-1)$-orbit $\left\{x_{n-1}, b, x_{2}, x_{3}, \ldots, x_{n-2}\right\}$ with $x_{n-1} \in \varphi\left(x_{n-1}\right)$, and we can use Proposition 2.5.
(b) $x_{n}<x_{n-1}$. There exists $j \in\{2, \ldots, n-2\}$ with the property $x_{j}<x_{n}<$ $x_{j+1}$. Considering

$$
\left[x_{1}, x_{j}\right] \rightarrow\left[x_{1}, x_{j}\right] \rightarrow\left[x_{j}, x_{n}\right] \rightarrow\left[x_{1}, x_{j}\right]
$$

we obtain by Lemma 2.3 either a 3 -orbit of $\varphi$ or $x_{j} \in \varphi\left(x_{j}\right)$. In the second case, the convexity of $\varphi\left(x_{j}\right)$ and $x_{j+1} \in \varphi\left(x_{j}\right)$ imply $x_{n} \in \varphi\left(x_{j}\right)$, and so there are the following possibilities. If $j \neq n-2$, then there is either an odd $(j+1)$ orbit $\left\{x_{1}, \ldots, x_{j}, x_{n}\right\}$ or an odd $(j+2)$-orbit $\left\{x_{1}, x_{1}, x_{2}, \ldots, x_{j}, x_{n}\right\}$, accordingly $j$ is even or odd. Finally, if $j=n-2$, then there is an even $(n-1)$-orbit $\left\{x_{1}, \ldots, x_{n-2}, x_{n}\right\}$ with $x_{1} \in \varphi\left(x_{1}\right)$ and Proposition 2.5 completes the proof of this case.

Case 2. $x_{i}<0$, for every $i \in\{3, \ldots, n\}$.
If $x_{3}<x_{n}$, then there exists $\varepsilon \in\left(x_{n}, x_{1}\right)$ satisfying $\left[\varepsilon, x_{1}\right] \subset \varphi\left[x_{3}, x_{n}\right]$. Considering

$$
\left[x_{3}, x_{n}\right] \rightarrow\left[\varepsilon, x_{1}\right] \rightarrow\left[x_{1}, x_{2}\right] \rightarrow\left[x_{3}, x_{n}\right]
$$

and applying Lemma 2.2, we obtain a 3-orbit. Otherwise, the following possibilities can occur.
(a) $x_{n}<x_{n-1}$. We can proceed like in Case 1(a). So, since

$$
\left[x_{n-1}, x_{1}\right] \rightarrow\left[x_{n-1}, x_{1}\right] \rightarrow\left[x_{n}, x_{n-1}\right] \rightarrow\left[x_{n-1}, x_{1}\right]
$$

we have, thanks to Lemma 2.2, either a 3 -orbit of $\varphi$ or $x_{n-1} \in \varphi\left(x_{n-1}\right)$. In the second case, $\left[x_{n}, x_{n-1}\right] \subset \varphi\left(x_{n-1}\right)$ and Lemma 2.3 yields the existence of a $b \in\left[x_{n}, x_{n-1}\right]$ such that $x_{3} \in \varphi(b)$. Subsequently, there is an odd $(n-2)$-orbit $\left\{x_{n-1}, b, x_{3}, \ldots, x_{n-2}\right\}$.
(b) $x_{n}>x_{n-1}$. We can proceed like in Case 1(b). So, it is obvious that there exists a $j \in\{3, \ldots, n-2\}$ with the property $x_{j}>x_{n}>x_{j+1}$. Considering

$$
\left[x_{j}, x_{1}\right] \rightarrow\left[x_{j}, x_{1}\right] \rightarrow\left[x_{n}, x_{j}\right] \rightarrow\left[x_{j}, x_{1}\right]
$$

we obtain by Lemma 2.2 either a 3 -orbit of $\varphi$ or $x_{j} \in \varphi\left(x_{j}\right)$. In the second case, the convexity of $\varphi\left(x_{j}\right)$ and $x_{j+1} \in \varphi\left(x_{j}\right)$ imply $x_{n} \in \varphi\left(x_{j}\right)$, and there are the following possibilities. If $j \neq n-2$, then there is either an odd $(j+1)$ orbit $\left\{x_{1}, \ldots, x_{j}, x_{n}\right\}$ or an odd $(j+2)$-orbit $\left\{x_{1}, x_{1}, x_{2}, \ldots, x_{j}, x_{n}\right\}$ depending whether $j$ is even or odd. Finally, if $j=n-2$, then there is an even $(n-1)$-orbit $\left\{x_{1}, \ldots, x_{n-2}, x_{n}\right\}$ with $x_{1} \in \varphi\left(x_{1}\right)$ and Proposition 2.5 completes the proof of this case.

Case 3. $\operatorname{sgn}\left(x_{i}\right)=-\operatorname{sgn}\left(x_{i+1}\right)$, for every $i \in\{2, \ldots, n-1\}$.
We redenote the set $\left\{x_{1}, \ldots, x_{n}\right\}$ into $\left\{a_{1}, \ldots, a_{n}\right\}$, in order the set $\left\{a_{1}, \ldots\right.$, $\left.a_{n}\right\}$ to be ordered as $a_{n}<\ldots<a_{3}<a_{1}<a_{2}<\ldots<a_{n-1}$, and we consider the
map $a:\left\{x_{1}, \ldots, x_{n}\right\} \rightarrow\left\{a_{1}, \ldots, a_{n}\right\}$ such that $a\left(x_{i}\right)=a_{j}$ if and only if $a_{j}=x_{i}$, where $i, j \in\{1, \ldots, n\}$. By the hypothesis, we have $a_{1}=x_{1}, a_{2}=x_{2}$ and $a_{l}:=a\left(x_{n}\right)<x_{1}$. Now, there are two possibilities.
(a) $l=3$. It can be readily checked that

$$
\left[a_{5}, a_{3}\right] \rightarrow\left[a_{1}, a_{2}\right] \rightarrow\left[a_{1}, a_{2}\right] \rightarrow\left[a_{5}, a_{3}\right],
$$

so Lemma 2.2 completes the proof of this case.
(b) $l>3$. Consider an $a_{m} \in\left(a_{l}, x_{1}\right)$ with the property

$$
s\left(a^{-1}\left(a_{m}\right)\right)=\max \left\{s\left(a^{-1}\left(a_{i}\right)\right): i=3,5,7, \ldots, l-2\right\}
$$

where $s\left(x_{j}\right)=x_{j+1}$, for every $j=1, \ldots, n-1$. It can be readily checked that $\left[a_{1}, a_{i+1}\right] \subset \varphi\left[a_{1}, a_{i}\right]$, for $i \in\{2, \ldots, n-1\}$. Subsequently, it holds $\left[a_{l}, a_{m}\right] \subset$ $\varphi\left[a_{1}, a_{l-1}\right],\left[a_{1}, a_{l-1}\right] \subset \varphi\left[a_{l}, a_{m}\right]$, and $\left[a_{1}, a_{l-1}\right] \subset \varphi\left[a_{l}, a_{m}\right]$.

Now, if $k=2$, then we consider

$$
\left[a_{l}, a_{m}\right] \rightarrow\left[a_{1}, a_{l-1}\right] \rightarrow\left[a_{l}, a_{m}\right]
$$

If $k \geq 6$ is even, $k<n, k<m+3$, then we consider

$$
\begin{aligned}
{\left[a_{l}, a_{m}\right] \rightarrow\left[a_{1}, a_{l-1}\right] \rightarrow\left[a_{s}, a_{1}\right] \rightarrow } & {\left[a_{1}, a_{s+1}\right] } \\
& \rightarrow \ldots \rightarrow\left[a_{m}, a_{1}\right] \rightarrow\left[a_{1}, a_{l-1}\right] \rightarrow\left[a_{l}, a_{m}\right]
\end{aligned}
$$

where $s=m+4-k$.
If $k \geq m+3$ is even, $k<n$, then we consider

$$
\begin{aligned}
{\left[a_{l}, a_{m}\right] \rightarrow \underbrace{\left[a_{1}, a_{2}\right] \rightarrow \ldots \rightarrow\left[a_{1}, a_{2}\right]}_{(k-m) \text {-times }} } & \rightarrow\left[a_{3}, a_{1}\right] \rightarrow\left[a_{1}, a_{4}\right] \\
& \rightarrow \ldots \rightarrow\left[a_{m}, a_{1}\right] \rightarrow\left[a_{1}, a_{l-1}\right] \rightarrow\left[a_{l}, a_{m}\right]
\end{aligned}
$$

In the previous cases, by Lemma 2.2, we obtain the existence of a $k$-orbit.
Summarizing the above conclusions, $\varphi$ has a $k$-orbit, for every $k \triangleleft n$, except $k=4$.

Now, we are ready to formulate the linear continuum version of Theorem 4 in [2].

TEOREM 2.7. Let $L$ be a linear continuum. Assume that an $M-\operatorname{map} \varphi: \mathbb{L} \leadsto \mathbb{L}$ has a primary $n$-orbit $\left\{x_{1}, \ldots, x_{n}\right\}$, where $n>3$ is odd, but $\varphi$ has no l-orbit with $l \triangleright n$. Then $\varphi$ admits a $k$-orbit, for each $k \triangleleft n, k \neq 4$.

Proof. Assuming that $x_{i} \notin \varphi\left(x_{i}\right)$, for every $i=1, \ldots, n$, we can proceed exactly as in [13, Proposition 1.7], which is based on [13, Lemma 1.6] (only, instead of $\mathbb{R}$, we take $\mathbb{L}$, and, instead of a continuous function, we take an $M$ map). If $x_{i} \in \varphi\left(x_{i}\right)$, for some $i=1, \ldots, n$, then we could have a problem
to define $a$ in the proof of [13, Lemma 1.6], but this situation is covered by Proposition 2.6.

## 3. Extension for $M$-maps on linear continua

The purpose of this section is to prove the linear continuum extension of Theorem 1.5.

Analysing the assertions leading to the proof of Theorem 1.5, one can see that they are only based on three fundamental lemmas above (see Lemmas 2.1-2.3 for their linear continuum versions) and on some properties of $\mathbb{R}$ which hold for linear continua as well. Hence, we can immediately state the series of results for $M$-maps on linear continua which can be proved exactly as in their $\mathbb{R}$-versions (see [5] and [6]). In this series, $\varphi$ and $g$ denote $M$-maps from a linear continuum into itself.

Lemma 3.1. Let $\varphi$ has no primary 3 -orbits. If $\varphi$ has an $n$-orbit, where $n \neq 1$, then $\varphi$ admits a 2 -orbit.

Lemma 3.2. Assume the existence of a 3 -orbit $\{a, b, c\}$ of $\varphi$ such that $a<$ $\min _{x \in \varphi(a)} x \leq \max _{y \in \varphi(b)} y<\min _{y \in \varphi(b)} y$ or $a>\max _{x \in \varphi(a)} x \geq \min _{x \in \varphi(a)} x>$ $\max _{y \in \varphi(b)} y$. Then $\varphi$ has also a $k$-orbit, for every $k \in \mathbb{N} \backslash\{4,6\}$.

Lemma 3.3. If $\varphi$ has a 3-orbit, then $\varphi$ has also a $k$-orbit, for every $k \triangleleft n$, except $k=2,4,6$.

Lemma 3.4. If $\varphi$ has an n-orbit, where $n$ is odd, then $\varphi$ has also a $k$-orbit, for every $k \triangleleft n$, except $k=2,4,6$.

Lemma 3.5. Let $g=\varphi^{l}$, where $l=2^{s}$, for some $s \in \mathbb{N}$.
(a) If $g$ has a $q$-orbit, where $q$ is odd, then $\varphi$ has also a $q$-orbit or an lq-orbit.
(b) If $g$ has a $q$-orbit, where $q=2^{r}$, for some $r \in \mathbb{N}$, then $\varphi$ has a $2^{r+s}$-orbit.

Lemma 3.6. Let $g=\varphi^{l}$, where $l \in \mathbb{N}$, and let $q \in \mathbb{N}$. If $\varphi$ has an lq-orbit, then $g$ has an $m$-orbit, where $q$ is devided by $m$ and $m \neq 1$.

Lemma 3.7. Let $g=\varphi^{l}$, where $l \in \mathbb{N}$, and let $q$ be odd. If $\varphi$ has an lq-orbit, then $g$ has a $q$-orbit.

Thanks to Theorem 2.7 and Lemmas 3.1-3.7, the following linear continuum extension of Theorem 1.5 can now be completed as in [6] (see the proof of Theorem 4 and Corollary 7 there).

Theorem 3.8. Let $\mathbb{L}$ be a linear continuum, let an $M$-map $\varphi: \mathbb{L} \leadsto \mathbb{L}$ have an $n$-orbit, where $n=2^{m} q, m \in \mathbb{N}_{0}, q$ is odd, and $n$ be maximal in the Sharkovskiǔ ordering.
(a) If $q>3$, then $\varphi$ has a $k$-orbit, for every $k \triangleleft n$, except $k=2^{m+2}$.
(b) If $q=3$, then $\varphi$ has a $k$-orbit, for every $k \triangleleft n$, except $k=2^{m+1} 3,2^{m+2}$, $2^{m+1}$.
(c) If $q=1$, then $\varphi$ has a $k$-orbit, for every $k \triangleleft n$.

Corollary 3.9. Let $\mathbb{L}$ be a linear continuum and let an $M$-map $\varphi: \mathbb{L} \leadsto \mathbb{L}$ have an n-orbit, $n \in \mathbb{N}$. Then $\varphi$ has also a $k$-orbit, for every $k \triangleleft n$, with the exception of at most three orbits.

We conclude this section by an almost evident, but useful fact.
Lemma 3.10. Let $\mathbb{L}$ be a linear continuum, $I=[a, b] \subset \mathbb{L}$ be a compact interval, and $\varphi: I \leadsto I$ be an $M$-map satisfying $\varphi(I) \subset I$. Then $\varphi$ has a fixedpoint.

Proof. We define $s:=\sup \{t \in[a, b]:$ there exists $T \in \varphi(t)$ such that $T \geq t\}$. Observe that because of $\varphi(I) \subset I, s$ is well-defined.

Assuming the existence of $S_{1} \in \varphi(s), S_{1}>s$ (what immediately implies $s \neq b$ ), and the absence of $S_{2} \in \varphi(s), S_{2} \leq s$, we obtain a contradiction to the upper-semicontinuity of $\varphi$, because $\varphi(s)$ is compact and $\varphi(t)<t$, for every $t>s$.

Assuming the existence of $S_{2} \in \varphi(s), S_{2}<s$ (what immediately implies $s \neq a)$, and the absence of $S_{1} \in \varphi(s), S_{1} \geq s$, we obtain again, in view of the definition of $s$, a contradiction to the upper-semicontinuity of $\varphi$. Thus, $s$ is a fixed-point of $\varphi$.

## 4. Main result

Throughout this section, let $\mathbb{L}_{i}, i=1, \ldots, N$, will be linear continua, and $\widetilde{\mathbb{L}}=\mathbb{L}_{1} \times \ldots \times \mathbb{L}_{N}, N \in \mathbb{N}$, denotes their Cartesian product. Furthermore, $\varphi: \widetilde{\mathbb{L}} \leadsto \widetilde{\mathbb{L}}$ will be an admissible mapping (in the sense of Definition 1.8) of the form

$$
\begin{equation*}
\varphi=\left(\varphi_{1}, \ldots, \varphi_{N}\right), \quad \varphi_{i}\left(x_{1}, \ldots, x_{N}\right)=\varphi_{i}\left(x_{1}, \ldots, x_{i}\right) \tag{4.1}
\end{equation*}
$$

for every $i=1, \ldots, N$. We say that the difference inclusion

$$
x^{n+1} \in \varphi\left(x^{n}\right)
$$

has an $n$-orbit $x^{0}, \ldots, x^{n-1}$, whenever $\left\{x^{0}, \ldots, x^{n-1}\right\}$ is an $n$-orbit of $\varphi$.
Now, we state a joint generalization of the results in [2], [5], [6], [10], [15].
Theorem 4.1. Let $\varphi$ have an n-orbit, where $n=2^{m} q, m \in \mathbb{N}_{0}=\mathbb{N} \cup\{0\}$ and $q$ is odd, and let $n$ be maximal in the Sharkovskiŭ ordering.
(a) If $q>3$, then $\varphi$ has a $k$-orbit, for every $k \triangleleft n$, except $k=2^{m+2}$.
(b) If $q=3$, then $\varphi$ has a $k$-orbit, for every $k \triangleleft n$, except $k=2^{m+1} 3,2^{m+2}$, $2^{m+1}$.
(c) If $q=1$, then $\varphi$ has a $k$-orbit, for every $k \triangleleft n$.

In the proof of Theorem 4.1 below, we proceed analogously as in the particular case of a continuous function $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$, treated in [10]. Our approach is, however, far from to be obvious.

We need the following important
Lemma 4.2. Let us consider the difference inclusion

$$
\begin{equation*}
x^{n+1} \in \varphi\left(x^{n}\right) \tag{4.2}
\end{equation*}
$$

and the truncated one

$$
\begin{equation*}
\widehat{x}^{n+1} \in \widehat{\varphi}\left(\widehat{x}^{n}\right) \tag{4.3}
\end{equation*}
$$

where $\widehat{x}=\left(x_{1}, \ldots, x_{N-1}\right)$ and $\widehat{\varphi}=\left(\varphi_{1}, \ldots, \varphi_{N-1}\right)$. If inclusion (4.3) has, for any $p=1, \ldots$, a $p$-orbit, then the same is true for inclusion (4.2).

Proof. For the admissible mapping $\varphi$ of the form (4.1) and $x=\left(\widehat{x}, x_{N}\right)$, inclusion (4.2) can be written as

$$
\left\{\begin{array}{l}
\widehat{x}^{n+1} \in \widehat{\varphi}\left(\widehat{x}^{n}\right),  \tag{4.4}\\
x_{N}^{n+1} \in \varphi_{N}\left(\widehat{x}^{n}, x_{N}^{n}\right) .
\end{array}\right.
$$

Let $\widehat{\eta}^{0}, \ldots, \widehat{\eta}^{p-1}$ be a $p$-orbit of inclusion (4.3), and define the set-valued mapping $h: \mathbb{L}_{N} \leadsto \mathbb{L}_{N}$ by

$$
\begin{equation*}
h\left(x_{N}\right)=\varphi_{N}\left(\widehat{\eta}^{p-1}, \varphi_{N}\left(\widehat{\eta}^{p-2}, \ldots, \varphi_{N}\left(\widehat{\eta}^{0}, x_{N}\right) \ldots\right)\right) \tag{4.5}
\end{equation*}
$$

for all $x_{N} \in \mathbb{L}_{N}$. Then $h$ is an $M$-map from $\mathbb{L}_{N}$ into itself. Indeed, since for an arbitrary $\widehat{x} \in \mathbb{L}_{N-1}$, a multivalued mapping $x_{N} \leadsto \varphi_{N}\left(\widehat{x}, x_{N}\right)$ is a composition of a continuous mapping $x_{N} \rightarrow\left(\widehat{x}, x_{N}\right)$, an admissible mapping $\varphi$ and a continuous projection $\pi_{N}: \widetilde{\mathbb{L}} \rightarrow \mathbb{L}_{N}$, i.e. a composition of three (strongly) admissible maps, it follows from the properties of (strongly) admissible maps that $x_{N} \leadsto \varphi_{N}\left(\widehat{x}, x_{N}\right)$ is admissible in $\widetilde{\mathbb{L}}$, i.e. an $M$-map. In particular, $M$-maps preserve their character under iterates. For more details of (strongly) admissible maps, see [3], [8].

By Lemma 3.10, we obtain that $h$ has a fixed-point $\eta^{*} \in h\left(\eta^{*}\right)$. Putting $\eta_{N}^{0}=\eta^{*}$, it holds

$$
\eta_{N}^{0} \in h\left(\eta_{N}^{0}\right)=\varphi_{N}\left(\widehat{\eta}^{p-1}, \varphi_{N}\left(\widehat{\eta}^{p-2}, \ldots, \varphi_{N}\left(\widehat{\eta}^{0}, \eta_{N}^{0}\right) \ldots\right)\right),
$$

and there exist $\eta_{N}^{1}, \ldots, \eta_{N}^{p-1} \in I_{N}$ satisfying

$$
\eta_{N}^{1} \in \varphi_{N}\left(\widehat{\eta}^{0}, \eta_{N}^{0}\right), \eta_{N}^{2} \in \varphi_{N}\left(\widehat{\eta}^{1}, \eta_{N}^{1}\right), \ldots, \eta_{N}^{p-1} \in \varphi_{N}\left(\widehat{\eta}^{p-2}, \eta_{N}^{p-2}\right)
$$

and

$$
\eta_{N}^{0} \in \varphi_{N}\left(\widehat{\eta}^{p-1}, \eta_{N}^{p-1}\right)
$$

Thus,

$$
\eta^{0}=\left(\widehat{\eta}^{0}, \eta_{N}^{0}\right), \eta^{1}=\left(\widehat{\eta}^{1}, \eta_{N}^{1}\right), \ldots, \eta^{p-1}=\left(\widehat{\eta}^{p-1}, \eta_{N}^{p-1}\right)
$$

is a $p$-orbit of inclusion (4.4), i.e. of inclusion (4.2).

Proof of Theorem 4.1. We prove the theorem by induction on $\mathbb{N}$. For $N=1$, Theorem 4.1 is just Theorem 3.8. We suppose that $N \geq 2$ and that the existence of an $n=2^{m} q$-orbit of inclusion (4.3), where $m \in \mathbb{N}_{0}, q$ is odd and $n$ is maximal in the Sharkovskiĭ ordering for inclusion (4.3), implies
(a) the existence of a $k$-orbit, for every $k \triangleleft n, k \neq 2^{m+2}$, if $q>3$,
(b) the existence of a $k$-orbit, for every $k \triangleleft n, k \neq 2^{m+1} 3,2^{m+2}, 2^{m+1}$, if $q=3$,
(c) the existence of a $k$-orbit, for every $k \triangleleft n$, if $q=1$.

Using the above induction assumption, we show the same for inclusion (4.2).
Hence, let $\eta^{0}, \ldots, \eta^{n-1}$ be an $n$-orbit of inclusion (4.2), where $n=(2 k+1) \cdot 2^{l}$, $k \in \mathbb{N}_{0}, l \in \mathbb{N}_{0}$, and $n$ is maximal in the Sharkovskiĭ ordering for inclusion (4.2). Then inclusion (4.3) has a $p$-orbit $\widehat{\eta}^{0}, \ldots, \widehat{\eta}^{p-1}$, where $\eta^{0}=\left(\widehat{\eta}^{0}, \eta_{N}^{0}\right), \eta^{1}=$ $\left(\widehat{\eta}^{1}, \eta_{N}^{1}\right), \ldots, \eta^{p-1}=\left(\widehat{\eta}^{p-1}, \eta_{N}^{p-1}\right), \eta^{p}=\left(\widehat{\eta}^{0}, \eta_{N}^{p}\right), \ldots, \eta^{n-1}=\left(\widehat{\eta}^{p-1}, \eta_{N}^{n-1}\right), p=$ $(2 j+1) \cdot 2^{i}$ divides $n$ and $0 \leq j \leq k, 0 \leq i \leq l$. Moreover, Lemma 4.2, the induction assumption and the maximality argument specify that either $p=n$ or $j=0$. The first case can be verified immediately by Lemma 4.2. Thus, it suffices to consider $p=2^{i}$.

Using Lemma 4.2 again, we can suppose that the number of the maximal orbits of inclusion (4.3) is less than $n$ in the Sharkovskiĭ ordering. Hence, by the induction assumption, inclusion (4.3) has the orbits related to the numbers

$$
\begin{equation*}
2^{i-1} \triangleright 2^{i-2} \triangleright \ldots \triangleright 2 \triangleright 1 . \tag{4.6}
\end{equation*}
$$

Subsequently, according to Lemma 4.2, inclusion (4.2) has also the orbits related to the same numbers.

Now, we define the $M$-mapping $h: \mathbb{L}_{N} \leadsto \mathbb{L}_{N}$ in the same way as in (4.5). Since

$$
\begin{gathered}
\eta_{N}^{1} \in \varphi_{N}\left(\widehat{\eta}^{0}, \eta_{N}^{0}\right), \eta_{N}^{2} \in \varphi_{N}\left(\widehat{\eta}^{1}, \eta_{N}^{1}\right), \ldots, \eta_{N}^{p} \in \varphi_{N}\left(\widehat{\eta}^{p-1}, \eta_{N}^{p-1}\right) \\
\eta_{N}^{p+1} \in \varphi_{N}\left(\widehat{\eta}^{0}, \eta_{N}^{p}\right), \ldots, \eta_{N}^{n}=\eta_{N}^{0} \in \varphi_{N}\left(\widehat{\eta}^{p-1}, \eta_{N}^{n-1}\right)
\end{gathered}
$$

we obtain that the difference inclusion

$$
\begin{equation*}
x_{N}^{n+1} \in h\left(x_{N}^{n}\right) \tag{4.7}
\end{equation*}
$$

admits, in a view of the form of $h$, an $n / p=(2 k+1) \cdot 2^{l-i}$-orbit. We note that $n / p$ is maximal in the Sharkovskiĭ ordering for inclusion (4.7). Indeed, the existence of an $u$-orbit, $u \triangleright n / p$, of inclusion (4.7) yields the existence of an up-orbit of inclusion (4.2). One gets that $u p \triangleright n$, but it is a contradiction to the maximality of $n$.

Applying Theorem 3.8, we obtain that inclusion (4.7) has also the orbits related to the numbers

$$
(2 k+3) \cdot 2^{l-i} \triangleright(2 k+5) \cdot 2^{l-i} \triangleright \ldots \triangleright 2 \triangleright 1,
$$

except $2^{l-i+2}$, if $k>1$;

$$
(2 k+3) \cdot 2^{l-i} \triangleright(2 k+5) \cdot 2^{l-i} \triangleright \ldots \triangleright 2 \triangleright 1,
$$

except $2^{l-i+1} 3,2^{l-i+2}$ and $2^{l-i+1}$, if $k=1$; and, if $k=0$,

$$
2^{l-i-1} \triangleright 2^{l-i-2} \triangleright \ldots \triangleright 2 \triangleright 1 .
$$

Let $x_{N}^{0}, x_{N}^{1}, \ldots, x_{N}^{r-1}$ be an $r$-orbit of inclusion (4.7) and define

$$
\xi_{N}^{s p}=x_{N}^{s},
$$

for $s=0, \ldots, r-1$. Then we can find $\xi_{N}^{s p+t} \in \mathbb{L}_{N}$, for $s=0, \ldots, r-1$, and $t=0, \ldots, p-1$ satisfying

$$
\xi_{N}^{s p+t+1} \in \varphi_{N}\left(\widehat{\eta}^{t}, \xi_{N}^{s p+t}\right)
$$

for $s=0, \ldots, r-1$, and $t=0, \ldots, p-1$, where $p=2^{i}$. Then

$$
\left(\widehat{\eta}^{0}, \xi_{N}^{0}\right),\left(\widehat{\eta}^{1}, \xi_{N}^{1}\right), \ldots,\left(\widehat{\eta}^{p-1}, \xi_{N}^{p-1}\right),\left(\widehat{\eta}^{0}, \xi_{N}^{p}\right), \ldots,\left(\widehat{\eta}^{p-1}, \xi_{N}^{r p-1}\right)
$$

is an $r p$-orbit of inclusion (4.2).
Doing this for each $r$ for which inclusion (4.7) has an $r$-orbit demonstrates that inclusion (4.2) has the orbits related to the numbers

$$
(2 k+3) \cdot 2^{l} \triangleright(2 k+5) \cdot 2^{l} \triangleright \ldots \triangleright 2^{i+1} \triangleright 2^{i},
$$

except $2^{l+2}$, if $k>1$;

$$
(2 k+3) \cdot 2^{l} \triangleright(2 k+5) \cdot 2^{l} \triangleright \ldots \triangleright 2^{i+1} \triangleright 2^{i}
$$

except $2^{l+1} 3,2^{l+2}, 2^{l+1}$, if $k=1$; and, if $k=0$,

$$
2^{l-1} \triangleright 2^{l-2} \triangleright \ldots \triangleright 2^{i+1} \triangleright 2^{i} .
$$

Summarizing with (4.6), we obtain that inclusion (4.2) has the orbits related to the numbers

$$
(2 k+3) \cdot 2^{l} \triangleright(2 k+5) \cdot 2^{l} \triangleright \ldots \triangleright 2^{i} \triangleright 2^{i-1} \triangleright \ldots \triangleright 2 \triangleright 1,
$$

except $2^{l+2}$, if $k>1$;

$$
(2 k+3) \cdot 2^{l} \triangleright(2 k+5) \cdot 2^{l} \triangleright \ldots \triangleright 2^{i} \triangleright 2^{i-1} \triangleright \ldots \triangleright 2 \triangleright 1,
$$

except $2^{l+1} 3,2^{l+2}, 2^{l+1}$, if $k=1$; and

$$
2^{l-1} \triangleright 2^{l-2} \triangleright \ldots \triangleright 2^{i} \triangleright 2^{i-1} \triangleright \ldots \triangleright 2 \triangleright 1,
$$

if $k=0$, which was to prove.

Corollary 4.3. If $\varphi$ has an n-orbit, then $\varphi$ has also a $k$-orbit, for every $k \triangleleft n$, with the exception of at most three orbits.

Remark 4.4. If $\varphi$ in Theorem 4.1 and Corollary 4.3 is a self-mapping of $\mathbb{I}=\prod_{i=1}^{N} \mathbb{I}_{i}$, i.e. $\varphi: \mathbb{I} \leadsto \mathbb{I}$, where $\mathbb{I}_{i} \subset \mathbb{L}_{i}$ are bounded closed subintervals of $\mathbb{L}_{i}$, $i=1, \ldots, N$; then the assertions of Theorem 4.1 and Corollary 4.3 hold obviously as well, because $\mathbb{I}$ is again a Cartesian product of linear continua $\mathbb{I}_{i}$. In any case, Theorem 4.1 extends Theorem 1.3 (see also Remark 1.4).

## 5. Application to differential inclusions

Now, we would like to apply Theorem 4.1 and Corollary 4.3 to differential systems. Unfortunately, as explained in [2], the classical Sharkovskiĭ theorem, and subsequently also Theorem 1.3 , cannot be applied to differential equations, because only empty assertions are available. Moreover, we do not have any appropriate result concerning differential equations or inclusions on a linear continuum, in general, in order to apply Theorem 3.8. For a survey of the results in this field, see e.g. [1]. The application of Theorem 1.2 has very probably not much meaning as well.

Therefore, we restrict ourselves to the system

$$
\begin{equation*}
X^{\prime} \in F(t, X), \quad F(t+\omega, X) \equiv F(t, X), \quad \omega>0 \tag{5.1}
\end{equation*}
$$

where $F:[0, \omega] \times \mathbb{R}^{N} \leadsto \mathbb{R}^{N}$ is an (upper) Carathéodory map with nonempty, convex and compact values:
(a) $F(\cdot, X):[0, \omega] \leadsto \mathbb{R}^{N}$ is measurable, for every $X \in \mathbb{R}^{N}$, i.e. $\{t \in[0, \omega]$ : $F(t, X) \subset V\}$ is open in $[0, \omega]$, for every $X \in \mathbb{R}^{N}$, whenever $V$ is open in $\mathbb{R}^{N}$,
(b) $F(t, \cdot): \mathbb{R}^{N} \leadsto \mathbb{R}^{N}$ is upper-semicontinuous, for a.a. $t \in[0, \omega]$,
(c) $|F(t, X)| \leq \alpha|X|+\beta$, for a.a. $t \in[0, \omega]$ and every $X \in \mathbb{R}^{N}$, where $\alpha, \beta$ are suitable nonnegative constants.

Furthermore, we assume that $F=\left(F_{1}, \ldots, F_{N}\right)$ has a special triangular structure, namely
(d) $F_{i}(X)=F_{i}\left(x_{1}, \ldots, x_{N}\right)=F_{i}\left(x_{1}, \ldots, x_{i}\right), \quad i=1, \ldots, N$.

Thus, the (well-defined) associated Poincaré translation operator $T_{k \omega}: \mathbb{R}^{N} \leadsto \mathbb{R}^{N}$, $k \in \mathbb{N}$, takes the form

$$
\begin{align*}
T_{k \omega}\left(X^{\circ}\right):=\{ & X\left(k \omega ; X^{\circ}\right)=\left(x_{1}\left(k \omega ; x_{1}^{\circ}\right), \ldots, x_{i}\left(k \omega ; x_{1}^{\circ}, \ldots, x_{i}^{\circ}\right), \ldots,\right.  \tag{5.2}\\
& \left.x_{N}\left(k \omega ; x_{1}^{\circ}, \ldots, x_{N}^{\circ}\right)\right): X\left(\cdot ; X^{\circ}\right) \in A C\left([0 ; k \omega], \mathbb{R}^{N}\right) \\
& \text { is a solution of } \left.(5.1) \text { with } X\left(0 ; X^{\circ}\right)=X^{\circ}\right\} .
\end{align*}
$$

Observe that $T_{k \omega}\left(X^{\circ}\right) \equiv T_{\omega}^{k}\left(X^{\circ}\right), k \in \mathbb{N}$. Moreover, the operators in (5.2) are well-known (see e.g. [1], [3], [8]) to be admissible in the sense of Definition 1.8, satisfying evidently condition (4.1).

Because of an obvious correspondence between (Carathéodory subharmonic) $k \omega$-periodic solutions $X(t) \in A C\left([0 ; k \omega], \mathbb{R}^{N}\right)$ of $(5.1)$, i.e. $X(t) \equiv X(t+k \omega)$ and $X(t) \not \equiv X(t+l \omega)$, for $1 \leq l<k$, and $k$-orbits of the Poincaré operator $T_{\omega}$ in (5.2), we can express immediately Theorem 4.1 in terms of differential inclusions as follows.

Theorem 5.1. Assume that $F:[0, \omega] \times \mathbb{R}^{N} \leadsto \mathbb{R}^{N}$ has nonempty, convex and compact values and that it satisfies conditions (a)-(d) above. Let system (5.1) admit an nw-periodic solution, where $n=2^{m} \cdot q, m \in \mathbb{N}_{0}$ and $q$ is odd, and let $n$ be maximal in the Sharkovskǐ ordering.
(a) If $q>3$, then (5.1) admits a $k \omega$-periodic solution, for every $k \triangleleft n$, except $k=2^{m+2}$.
(b) If $q=3$, then (5.1) admits a $k \omega$-periodic solution, for every $k \triangleleft n$, except $k=2^{m+1} 3,2^{m+2}, 2^{m+1}$.
(c) If $q=1$, then (5.1) admits a $k \omega$-periodic solution, for every $k \triangleleft n$.

By the same reasons, Corollary 4.3 can be rewritten as follows.
Corollary 5.2. If the above Carathéodory system (5.1) has an nu-periodic solution, then it also possesses a kw-periodic solution, for every $k \triangleleft n$, with the exception of at most three subharmonics. In particular, for $n \neq 2^{m}, m \in \mathbb{N}_{0}$, system (5.1) admits infinitely many subharmonics.

The notion of linear continua and their Cartesian products can be also related to smooth manifolds. We have to our disposal appropriate results for differential inclusions on so called proximate retracts (see e.g. [8], [9], [12]).

Definition 5.3. A compact subset $A \subset \mathbb{R}^{N}$ is called a proximate (neighbourhood) retract if there exists an open neighbourhood $U$ of $A$ in $\mathbb{R}^{N}$ and a continuous mapping (called a proximative retraction) $r: U \rightarrow A$ such that

$$
|r(X)-X|=\operatorname{dist}(X, A) \quad \text { for all } X \in U
$$

Let us note that proximate retracts are always ANR-spaces and as their examples, we can give $C^{2}$-manifolds (with or without boundaries) and convex subsets of $\mathbb{R}^{N}$; for more details, see e.g. [8].

Hence, consider again (4.1), but let $F$ be this time defined only on a proximate retract $A \subset \mathbb{R}^{N}$ which is at the same time the Cartesian product of linear continua, i.e. $F:[0, \omega] \times A \leadsto \mathbb{R}^{N}$, satisfying (a)-(d). Furthermore, assume still the Nagumo-type condition

$$
\begin{equation*}
F(t, X) \cap T_{A}(X) \neq \emptyset \quad \text { for all }(t, X) \in[0, \omega] \times A \tag{5.3}
\end{equation*}
$$

where

$$
T_{A}(X):=\left\{Y \in \mathbb{R}^{N}: \liminf _{h \rightarrow 0^{+}}(1 / h)[\operatorname{dist}(X+h Y, A)]=0\right\}
$$

is the Bouligand cone to $A$.
It can be checked (see [8], [12]) that the associated Poincaré translation operator

$$
\begin{aligned}
T_{k \omega}\left(X^{\circ}\right):=\{ & X\left(k \omega ; X^{\circ}\right)=\left(x_{1}\left(k \omega ; x_{1}^{\circ}\right), \ldots, x_{i}\left(k \omega ; x_{1}^{\circ}, \ldots, x_{i}^{\circ}\right), \ldots,\right. \\
& \left.x_{N}\left(k \omega ; x_{1}^{\circ}, \ldots, x_{N}^{\circ}\right)\right): X\left(\cdot ; X^{\circ}\right) \in A C\left([0 ; \omega], \mathbb{R}^{N}\right) \\
& \text { is a solution of }(5.1) \text { with } X\left(0 ; X^{\circ}\right)=X^{\circ} \\
& \text { and } \left.X\left(t, X^{\circ}\right) \in A, \text { for all } t \in[0, \omega]\right\}
\end{aligned}
$$

is again admissible in the sense of Definition 1.8.
By the same arguments as above, Theorem 5.1 and Corollary 5.2 can be easily modified in the following way.

Theorem 5.4. Let $A \subset \mathbb{R}^{N}$ be a proximate retract which is at the same time the Cartesian product of linear continua. Assume that $F:[0, \omega] \times A \sim \mathbb{R}^{N}$ has nonempty, convex and compact values and that it satisfies the above conditions (a)-(d), jointly with the Nagumo-type condition (5.3). Let system (5.1) admit an nu-periodic solution whose values are in $A$, where $n=2^{m} \cdot q, m \in \mathbb{N}_{0}$ and $q$ is odd, and let n be maximal in the Sharkovskǐ ordering. Then the same conclusions as in Theorem 5.1 hold and, moreover, the values of all implied subharmonics are in $A$.

Corollary 5.5. Let the above Carathéodory system (5.1), considered on a proximate retract $A \subset \mathbb{R}^{N}$, which is at the same time the Cartesian product of linear continua, have an nw-periodic solution. Then the same conclusions as in Corollary 5.2 hold, provided $F$ satisfies the Nagumo-type condition (5.3). Moreover, the values of subharmonics are in $A$.

Remark 5.6. The further application of Theorem 4.1 and Corollary 4.3 can be given quite analogously to differential inclusions on Hilbert proximate retracts on the basis of the results in [9].

REmark 5.7. We have to our disposal even more abstract appropriate results for the Poincaré operators of differential inclusions (see [1], [3], and the references therein), but they do not seem to be quite adequate to the notion of a linear continuum.

## References

[1] J. Andres, Poincaré's translation multioperators revisited, Proceedings of the 3rd Polish Symp. on Nonlinear Anal., Lecture Notes in Nonlinear Analysis (W. Kryszewski and A. Nowakowski, eds.), vol. 3, Toruń, 2002, pp. 7-22.
[2] J. Andres, J. Fišer and L. Jüttner, On a multivalued version of the Sharkovskiĭ theorem and its application to differential inclusions, Set-Valued Anal. 10 (2002), 1-14.
[3] J. Andres and L. Górniewicz, Topological Fixed Point Principles for Boundary Value Problems, Kluwer, Dordrecht, 2003.
[4] J. Andres, L. Górniewicz and J. Jezierski, Periodic points of multivalued mappings with applications to differential inclusions on tori, Topology Appl. 127 (2003), 447-472.
[5] J. Andres and L. Jüttner, Period three plays a negative role in a multivalued version of Sharkovskiu's theorem, Nonlinear Anal. 51 (2002), 1101-1104.
[6] J. Andres, L. Jüttner and K. Pastor, On a multivalued version of the Sharkovskii theorem and its application to differential inclusions II, submitted.
[7] R. Bader, G. Gabor and W. Kryszewski, On the extension of approximations for set-valued maps and the repulsive fixed points, Boll. Un. Mat. Ital. B (7) 10 (1996), 399-416.
[8] L. Górniewicz, Topological Fixed Point Theory of Multivalued Mappings, Kluwer, Dordrecht, 1999.
[9] L. Górniewicz, P. Nistri and V. ObukhovskiĬ, Differential inclusions on proximate retracts of Hilbert spaces, Internat. J. Non-Linear Differential Equationsns, T.M.A. 3 (1997), 13-26.
[10] P. E. Kloeden, On Sharkovsky's cycle coexisting ordering, Bull. Austral. Math. Soc. 20 (1979), 171-177.
[11] J. R. Munkres, Topology, A First Course, Prentice-Hall, Inc., Englewood Cliffs, New Jersey, 1975.
[12] S. Plaskacz, Periodic solutions of differential inclusions on compact subsets of $\mathbb{R}^{n}$, J. Math. Anal. Appl. 148 (1990), 202-212.
[13] C. Robinson, Dynamical Systems (Stability, Symbolic Dynamics and Chaos), CRC Press, Boca Raton, Fl., 1995.
[14] A. N. Sharkovskĭ, Coexistence of cycles of a continuous map of a line into itself, Ukraïn. Math. J. 16 (1964), 61-71. (Russian)
[15] H. Schirmer, A topologist's view of Sharkovskiù's theorem Houston, J. Math. 11 (1985), 385-395.

Jan Andres and Karel Pastor<br>Department of Mathemmatical Analysis<br>Faculty of Science<br>Palacký University<br>Tomkova 40<br>77900 Olomouc-Hejčín, CZECH REPUBLIC<br>E-mail address: andres@risc.upol.cz, k.pastor@inf.upol.cz


[^0]:    2000 Mathematics Subject Classification. 34A60, 37E05, 47H04, 47H10, 58C30.
    Key words and phrases. Sharkovskiĭ theorem, multivalued version, multidimensional version, linear continuum setting, infinitely many orbits, subharmonics of differential systems. Supported by the Council of Czech Goverment (J14/98:153100011).

