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THE JUMPING NONLINEARITY PROBLEM REVISITED:
AN ABSTRACT APPROACH

David G. Costa — Hossein Tehrani

Abstract. We consider a class of nonlinear problems of the form

Lu + g(x, u) = f,

where L is an unbounded self-adjoint operator on a Hilbert space H of

L2(Ω)-functions, Ω ⊂ RN an arbitrary domain, and g: Ω × R → R is

a “jumping nonlinearity” in the sense that the limits

lim
s→−∞

g(x, s)

s
= a and lim

s→∞

g(x, s)

s
= b

exist and “jump” over an eigenvalue of the operator −L. Under rather

general conditions on the operator L and for suitable a < b, we show that

a solution to our problem exists for any f ∈ H. Applications are given to
the beam equation, the wave equation, and elliptic equations in the whole

space RN .

1. Introduction

The so-called jumping nonlinearity problem has a long and rich history start-
ing with the pioneering paper by Ambrosetti–Prodi [2] in 1973. In the early years
following the appearance of [2] a number of authors contributed to the study of
such problems, notably Berger and Podolak ([7]), Kazdan and Warner ([14]),
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Amann and Hess ([1]), Dancer ([9]) and Fučik ([11]) who coined the term jump-
ing nonlinearity in the case of ordinary differential equations. During the 1980’s,
we could cite the contributions of de Figueiredo ([10]), Gallouet and Kavian
([13]), Lazer and McKenna ([15]), Ruf ([19]), and Solimini ([22]), among others.
The interested reader will find a more complete bibliography up to 1990 in [17].

In its simplest form, the jumping nonlinearity problem consists in studying
the question of existence of solution for the Dirichlet problem

(1.1) u′′ + g(u) = f(x), u(0) = u(π) = 0,

where f(x) is a given function in L2(0, π) and the nonlinearity g(s) is a C1

function crossing some eigenvalue λk = k2 (k = 1, 2, . . . ) of the problem u′′+λu =
0, u(0) = u(π) = 0, in the sense that

(1.2) 0 < a = lim
s→−∞

g′(s) < λk < lim
s→∞

g′(s) = b.

Of particular importance here is the problem at infinity, (F )a,b, given by
u′′ + bu+ − au− = 0, u(0) = u(π) = 0, and its so-called Fučik spectrum

∑
=

{(a, b) ∈ R2 | (F )a,b has a nonzero solution}. In fact, since the Fučik spectrum
is completely known in the above ODE case, it can be shown by topological
arguments ([12]) that, if (a, b) /∈

∑
then, depending on the particular connected

component of R2\
∑

where the point (a, b) given in (1.2) is located, problem (1.2)
(which could be considered a non-resonant problem)

(I) either has at least one solution for any given f ,
(II) or else may have a solution for certain f ’s and no solution for others.

Our main goal in the present work is to obtain an existence result that holds
for any given right hand side f and that can be applied to general classes of
operators. In order to motivate our main theorem, we recall a few basic results
in the case of the Laplace operator on a bounded domain. In fact, since the
appearance of [2] many authors have considered existence results for the problem

(1.3) ∆u+ g(u) = f in Ω, u = 0 on ∂Ω,

where Ω ⊂ RN is a bounded smooth domain and g satisfies (1.2), with 0 < λ1 <

. . . < λk < . . . denoting the spectrum of the Laplace operator with Dirichlet
boundary condition. It is worth noting that, in this case, the principal eigenvalue
λ1 plays a special role. Namely, alternative (II) above occurs whenever k = 1
in (1.2). Therefore, a general existence result for any right hand side can only
be expected in the case a > λ1. Although there are a number of existence and
multiplicity theorems when a > λ1, we would like to mention the following result
of Lazer and McKenna (Theorems 2.4 and 2.5 in [15]):
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Theorem 1 ([15]). Assume (1.2) with b ∈ (λk, λk+1), for some k ≥ 2, and
that g′(s) ≤ b1 < λk+1 for all s ∈ R (where b1 > b). There exists λk−1 < α =
α(b) < λk such that, if a ∈ (α, λk), then problem

∆u+ g(u) = tφ1 + h in Ω, u = 0 on ∂Ω,

has at least three solutions for t large negative and a unique solution for t large
positive (here, φ1 > 0 denotes a normalized λ1-eigenfunction).

In this paper we will prove an existence result in the spirit of Theorem 1
under reasonably weak conditions so that it is applicable to a large class of
problems on bounded and unbounded domains (clearly, the uniqueness assertion
in Theorem 1 precludes multiplicity for an arbitrary right hand side f).

More precisely, we consider a class of nonlinear problems of the form

(P) Lu+ g(x, u) = f,

where L is an unbounded self-adjoint operator on a Hilbert space H of L2(Ω)-
functions, Ω ⊂ RN an arbitrary domain, and g: Ω×R → R is a “jumping nonlin-
earity” in the sense that the limits lims→−∞ g(x, s)/s = a, lims→∞ g(x, s)/s = b

exist and “cross” a (possibly multiple) eigenvalue of the operator −L according
to the following assumptions (where σ(L) denotes the spectrum of L, σe(L) the
essential spectrum of L and s+ = max{s, 0}, s− = s+ − s):

(L1) λ̂ > 0 is an isolated point of σ(−L).
(L2) 1 ≤ dim ker(L+ λ̂) <∞ and every 0 6= u ∈ ker(L+ λ̂) changes sign.
(L3) Lu+ bu+ − λ̂u− = 0 has no nonzero solution, where λ̂ < b.
(L4) (−∞,−b)∩σe(L) = ∅ (so L has a discrete point spectrum in (−∞,−b)).
(G1) g: Ω× R → R is a “Carathéodory function” such that

0 < lim
s→−∞

g(x, s)
s

= a < b = lim
s→∞

g(x, s)
s

.

(G2) Set g0(x, s) := g(x, s)− (bs+ − as−). Then, for every ε > 0 there exists
0 ≤ bε(x) ∈ L2(Ω) such that

|g0(x, s)| ≤ bε(x) + ε|s| a.e. x ∈ Ω, s ∈ R.

(G3) g0(x, · ) is nondecreasing for a.a. x ∈ Ω.

Furthermore, we write λ̂− (resp. λ̂+) to denote the closest point in σ(−L) to
the left (resp. right) of λ̂. Our main result in this paper is the following theorem:

Theorem 2. Assume (L1)–(L4) for some λ̂ < b < λ̂+. There exists λ̂− <

α = α(b, L) < λ̂ such that, if a ∈ (α, λ̂] and (G1)–(G3) are satisfied, then problem
(P) possesses a solution for any f ∈ H.

A few comments about the hypotheses are in order.
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Remark. (a) Hypotheses (L1) and (L2) say that the closed interval [a, b]
contains a single eigenvalue of −L (of any finite multiplicity) which cannot be
a principal eigenvalue (as every 0 6= u ∈ ker(L+ λ̂) changes sign).

(b) Hypothesis (L3) says that the point (b, λ̂) does not belong to the Fučik
Spectrum of −L (see Remark 3.8).

(c) Hypothesis (L4) allows applications to problems with selfadjoint operators
which may have continuous spectrum or eigenvalues of infinity multiplicity.

(d) Hypothesis (G3) is needed for the proof of our result in the present
generality. Nevertheless, in some situations (G3) can be removed.

Theorem 2 will be applied to the question of finding time-periodic solutions
of the beam equation and the vibrating string equation, without any symmetry
assumption. We will also consider consider existence of H2-solutions of the
Schrödinger equation in the whole space RN . In particular, in this case (G3) is
not needed and we can prove the following result:

Theorem 3. Assume that V : RN → R satisfies the conditions:

(V1) V ∈ C(RN ) and V (x) → 0 as |x| → ∞.
(V2) There exists ϕ ∈ C∞0 (RN ) such that

∫
(|∇ϕ|2 + V (x)ϕ2) < 0.

(V3) λ̂ > 0 is an isolated point of σ(∆−V (x)) with σ(∆−V (x))∩[a, b] = {λ̂}.

Let λ0 < λ1 < . . . < 0 denote the distinct eigenvalues of L = −∆ + V (x) in
H2(RN ). Then, given b with λ̂ = |λk| < b < |λk−1|, for some k ≥ 1, there exists
α with |λk+1| < α < |λk| (or 0 < α < |λk| if λk is the largest negative eigenvalue
of L) such that, for a ∈ (α, |λk|), and g: RN ×R → R satisfying conditions (G1),
(G2) above, equation

−∆u+ V (x)u+ g(x, u) = f(x), u ∈ H2(RN )

has a solution for any given f ∈ L2(RN ).

The organization of this paper is as follows. In Section 2 we provide the
abstract framework for problem (P) while Theorem 2 is proved in Section 3.
Applications and proofs of the corresponding theorems are given in Section 4.

We thank the referee for informing us of the recent papers [5], [6] and asking
for a comparison of the results. In [6] the authors give a description of the Fučik
spectrum near (λ̂, λ̂), where λ̂ is an isolated point of the spectrum σ(L) of a
general selfadjoint operator L defined on a Hilbert space H of L2(Ω), with Ω a
bounded subset of RN (their work complements or extends other results in this
direction, see e.g. [3], [18], [20] and references therein). Such a description enables
them to apply topological arguments (in particular, degree computations) and
prove some existence results for solutions of (P). However, we remark that both
their approach and existence results are of a different nature from ours.
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2. The abstract framework

Let H be a Hilbert space of L2(Ω)-functions, with innerproduct and norm
denoted by ( · , · )2 and | · |2, respectively. Let L:D(L) ⊂ H → H be an un-
bounded self-adjoint operator. In view of the spectral theorem, we recall that,
for any continuous function ϕ: R → R, we can define the self-adjoint operator

ϕ(L) =
∫ ∞

−∞
ϕ(λ) dE(λ) =

∫
σ(L)

ϕ(λ) dE(λ),

where {E(λ) | λ ∈ R} is a spectral family for L, σ(L) is the spectrum of L and

D(ϕ(L)) =
{
u ∈ H

∣∣∣∣ ∫ ∞

−∞
|ϕ(λ)|2 d(E(λ)u, u)2 <∞

}
,(2.1)

(ϕ(L)u, v)2 =
∫ ∞

−∞
ϕ(λ) d(E(λ)u, v)2, for all u ∈ D(ϕ(L)), v ∈ H.(2.2)

In particular, we have that

L =
∫ ∞

−∞
λdE(λ),

where

D(L) =
{
u ∈ H

∣∣∣∣ ∫ ∞

−∞
λ2 d(E(λ)u, u)2 <∞

}
,(2.3)

(Lu, v)2 =
∫ ∞

−∞
λ d(E(λ)u, v)2 for all u ∈ D(L), v ∈ H.(2.4)

We note that (2.4) implies

|Lu|22 =
∫ ∞

−∞
λ2 d(E(λ)u, u)2 for all u ∈ D(L).

Next, we pick ϕ(λ) = |λ|1/2 and define the unbounded self-adjoint operator

A = |L|1/2 =
∫ ∞

−∞
|λ|1/2 dE(λ),

that is,

D(A) =
{
u ∈ H

∣∣∣∣ ∫ ∞

−∞
|λ| d(E(λ)u, u)2 <∞

}
,(2.5)

(Au, v)2 =
∫ ∞

−∞
|λ|1/2 d(E(λ)u, v)2 for all u ∈ D(A), v ∈ H.(2.6)

As is well-known, the closedness of the operator A implies that E := D(A) is a
Hilbert space with the graph-innerproduct

(u, v)E := (u, v)2 + (Au,Av)2
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and corresponding graph-norm

‖u‖E = (|u|22 + |Au|22)1/2 =
( ∫ ∞

−∞
(1 + |λ|) d(E(λ)u, u)2

)1/2

.

Lemma 2.1 (Poincaré-type inequality). Assume that 0 /∈ σ(L) and define

‖u‖ :=
( ∫ ∞

−∞
|λ| d(E(λ)u, u)2

)1/2

= |Au|2.

Then, there exists δ0 > 0 such that

‖u‖2 ≥ δ0|u|22 for all u ∈ E.

In particular, the norm ‖ · ‖ is equivalent to the graph-norm ‖ · ‖E on E.

Proof. It follows at once by letting δ0 = dist(0, σ(L)) and noticing that∫ ∞

−∞
|λ| d(E(λ)u, u)2 =

∫
σ(L)

|λ| d(E(λ)u, u)2 ≥ δ0|u|22. �

From now on we assume that 0 /∈ σ(L). It follows that D(L) ⊂ E. We shall
consider the Hilbert space E equipped with the norm ‖ · ‖ defined above, which
comes from the innerproduct

(2.7) 〈u, v〉 =
∫ ∞

−∞
|λ| d(E(λ)u, v)2 = (Au,Av)2.

Let us write R = R+ ∪ R− = {λ | λ ≥ 0} ∪ {λ | λ < 0} and denote

(2.8) P+ = E(R+) = χR+(L), P− = E(R−) = χR−(L),

where χS denotes the characteristic function of a set S ⊂ R. Then, P+ and P−
are orthogonal projections such that P+ ⊕ P− = I. Correspondingly, we have
the orthogonal decomposition

(2.9) E = E+ ⊕ E−,

where E+ = P+(E), E− = P−(E).
Also note that the spectral theorem implies that A commutes with both P+

and P−: in other words, if u ∈ D(A) then P±u ∈ D(A) and P±Au = AP±u.
Moreover, from (2.1), (2.2), (2.6) and (2.8), it follows that D(L) = D(A2) and,
for any u ∈ D(L), v ∈ E,

(2.10) ((P+ − P−)Au,Av)2 = ((P+ − P−)A2u, v)2 = (Lu, v)2.

Next, let Ω ⊂ RN be an arbitrary domain and let g: Ω × R → R be a
Carathéodory function (i.e. g( · , s) is measurable for all s ∈ R and g(x, · ) is
continuous for almost all x ∈ Ω) satisfying

(2.11) |g(x, s)| ≤ A(x) +B|s|, a.a. x ∈ Ω, s ∈ R,
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where 0 ≤ A(x) ∈ L2(Ω) and B ≥ 0. From this, it follows that the Nemytskĭı
operator

u(x) 7→ g(x, u(x))

is well-defined and continuous from L2(Ω) to L2(Ω) (see [23]). Given f ∈ H and
an unbounded self-adjoint operator L:D(L) ⊂ H → H (as in the beginning of
this section), we consider the equation

(P) Lu+ g(x, u) = f, u ∈ D(L).

A solution of (P) is a function u ∈ D(L) that satisfies the equation in H. We
now verify that equation (P) has a natural variational structure in the sense
that its solutions correspond exactly to the critical points of a related functional
I:E → R. Indeed, consider the quadratic form Q:E → R defined by

(2.12) Q(u) =
1
2
(‖P+u‖2 − ‖P−u‖2), u ∈ E.

(Note that (2.10) implies Q(u) = (1/2)(Lu, u)2 whenever u ∈ D(L) ⊂ E). Next,
let G(x, s) =

∫ s
0
g(x, t) dt, and consider the functional

(2.12) I(u) = Q(u) +
∫

Ω

G(x, u) dx−
∫

Ω

fu dx.

Then, the following result holds true.

Lemma 2.2 (Variational structure and regularity). The functional I:E → R
is well-defined and of class C1 on E. In addition, its critical points u ∈ E are
precisely the solutions u ∈ D(L) of equation (P).

Proof. Under assumption (2.11) it follows thatG(x, s) satisfies the estimate

|G(x, s)| ≤ A(x)|s|+ 1
2
B|s|2,

for a.a. x ∈ Ω, for all s ∈ R, so that the Nemytskĭı operator u(x) 7→ G(x, u(x))
is well-defined and continuous from L2(Ω) to L1(Ω), and it is easy to see that
the functional I:E → R is also well-defined. In fact, it is not hard to show in
this case that I is of class C1 with

I ′(u) · h = 〈P+u, h〉 − 〈P−u, h〉+ (g(x, u), h)2 − (f, h)2 for all u, h ∈ E

or

I ′(u) · h = ((P+ − P−)Au,Ah)2 + (g(x, u)− f, h)2 for all u, h ∈ E.

Now, let û ∈ E be a critical point of I, that is, I ′(û) · h = 0 for all h ∈ E. From
the above expression we obtain

(Ah, (P+ − P−)Aû)2 = (h, f − g(x, û))2 for all h ∈ E = D(A).
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This shows that (P+−P−)Aû ∈ D(A∗) and A∗(P+−P−)Aû = f−g(x, û). Using
the fact that A∗ = A, we conclude that (P+ − P−)û ∈ D(A2) = D(L), that is,
û ∈ D(L), and

(P+ − P−)A2û = f − g(x, û)

so that, in view of (2.10),
Lû = f − g(x, û).

We have shown that a critical point û ∈ E of the functional I belongs in fact to
D(L) and is a solution of equation (P). On the other hand, it is straightforward
to see that a solution û ∈ D(L) of equation (P) is a critical point of I. �

3. Proof of main result

In this section we prove our main abstract result on existence of solution for

(P) Lu+ g(x, u) = f, u ∈ D(L).

Keeping in mind the abstract framework developed in the previous section,
we recall the following assumptions that we are making on the unbounded self-
adjoint operator L:D(L) ⊂ H → H and on the function g: Ω× R → R:

(L1) λ̂ > 0 is an isolated point of σ(−L),
(L2) 1 ≤ dim ker(L+ λ̂) <∞ and every 0 6= u ∈ ker(L+ λ̂) changes sign,
(L3) Lu+ bu+ − λ̂u− = 0 has no nonzero solution, where λ̂ < b,
(L4) (−∞,−b)∩σe(L) = ∅ (so L has a discrete point spectrum in (−∞,−b)).
(G1) g: Ω× R → R is a “Carathéodory function” such that

0 < lim
s→−∞

g(x, s)
s

= a < b = lim
s→∞

g(x, s)
s

,

(G2) Set g0(x, s) := g(x, s)− (bs+ − as−). Then, for every ε > 0 there exists
0 ≤ bε(x) ∈ L2(Ω) such that

|g0(x, s)| ≤ bε(x) + ε|s| a.e. x ∈ Ω, s ∈ R,

(G3) g0(x, · ) is nondecreasing for a.a. x ∈ Ω.

Furthermore, we write λ̂− (resp. λ̂+) to denote the closest point in σ(−L) to
the left (resp. right) of λ̂.

Theorem 2. Assume (L1)–(L4) for some λ̂ < b < λ̂+. There exists λ̂− <

α = α(b, L) < λ̂ such that, if a ∈ (α, λ̂] and (G1)–(G3) are satisfied, then problem
(P) possesses a solution for any f ∈ H.

The proof of Theorem 2 will follow from a saddle-point type theorem due to
Silva [21] (cf. also Brezis and Nirenberg [8]). We start by recalling a Palais–Smale
type condition.
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Let a C1 functional I:E → R be given on the Hilbert space E. Let

E = V ⊕W

be an orthogonal decomposition of the space E, PV :E → V , PW :E → W the
corresponding orthogonal projections, and assume that

W1 ⊂W2 ⊂ . . . ⊂W

is a sequence of finite-dimensional subspaces of W such that
⋃∞
n=1Wn is dense

in W . A sequence (un) ⊂ E is called a (PS)∗c sequence w.r.t. {Wn} at the level
c ∈R if and only if there exists kn →∞ such that

PW (un) ∈Wkn
, I(un) → c, and ‖I ′(un)|V⊕Wkn

‖ → 0

as n → ∞. And we say that the functional I satisfies condition (PS)∗c w.r.t.
{Wn} if and only if any (PS)∗c sequence w.r.t. {Wn} possesses a subsequence
that converges to a critical point of I.

Theorem 3.1 ([21], [8]). Let E = V ⊕W be an orthogonal decomposition of
the Hilbert space E. Assume that I:E → R is a C1 functional such that

(i) supu∈W I(u) := I∞ <∞,
(ii) infu∈V I(u) := I∞ > −∞,
(iii) I satisfies condition (PS)∗c w.r.t. {Wn} for all I∞ ≤ c ≤ I∞.

Then I has a critical point û ∈ E.

Remark 3.2. We remark that, as stated, the above result is a slight variation
of Theorem 7 in [8]. Moreover, similarly to [8], condition (ii) can be replaced by
the weaker requirement that I is bounded below on finite-dimensional subspaces
of V , as long as the Palais–Smale condition (iii) is strengthened.

We start by pointing out that, without loss of generality, we may assume that
0 /∈ σ(L) and λ̂ is the least positive eigenvalue of −L. Indeed, by (L1), we have
that (−λ̂,−λ̂+ δ]∩σ(L) = ∅ for some δ > 0 and, by letting L̃u := Lu+(λ̂− δ)u,
g̃(x, s) := (b − λ̂ + δ)s+ − (a − λ̂ + δ)s− + g0(x, s), we obtain the equivalent
equation

L̃u+ g̃(x, u) = f,

where 0 /∈ σ(L̃), λ̃ := δ is the least positive eigenvalue of −L̃, and assumptions
corresponding to (G1)–(G3), (L1)–(L4) hold for g̃ and L̃.

Therefore, we will prove all the results that follow from now on under the
assumption that 0 /∈ σ(L) and λ̂ is the least positive eigenvalue of −L. Then,
for λ̂ < b < λ̂+ given, −λ̂ is the only point of σ(L) in the interval [−b, 0]. We
also let

P1 = χ(−∞,−b)(L), P2 = χ[−b,0](L),(3.1)

E1 = P1(E), E2 = P2(E),(3.2)
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so that E− = P−(E) = E1 ⊕ E2 and E2 = ker(L + λ̂). In what follows we will
consider the orthogonal decomposition

E = V ⊕W,

where V := E+ ⊕ E2 and W := E1.
Finally, we consider 0 < a ≤ λ̂ and recall the definition of the functional

I:E → R whose critical points are the solutions u ∈ D(L) of equation (P):

I(u) =
1
2

(
‖P+u‖2 − ‖P−u‖2

)
+

∫
G(x, u)−

∫
fu.

From now on, unless otherwise stated, all integrals are taken over Ω.

In the next Lemmas 3.3–3.6 we verify the geometric conditions (i), (ii) of
Theorem 3.1

Lemma 3.3. supu∈W I(u) := I∞ <∞.

Proof. In view of (G2) we have G(x, s) = (b/2)|s+|2+(a/2)|s−|2+G0(x, s),
where

|G0(x, s)| ≤ bε(x)|s|+
ε

2
|s|2.

Therefore, using the fact that 0 < a < b and u ∈W = E1 ⊂ E−, we obtain

(3.3) I(u) = −1
2
‖u‖2 +

b

2

∫
|u+|2 +

a

2

∫
|u−|2 +

∫
G0(x, u)−

∫
fu

≤ −1
2
‖u‖2 +

b

2

∫
|u|2 + ε

∫
|u|2 + C1(ε)|f |22 + C2(ε).

On the other hand, applying Lemma 2.1 with L|E1 and noticing that

dist(0, σ(L|E1)) = b+ δ, for some δ > 0,

we have the Poincaré-type inequality

(3.4) ‖u‖2 = ‖P1u‖2 ≥ (b+ δ)|u|22.

Taking ε = δ/4 in (3.3) and using (3.4), it follows that

I(u) ≤ − δ

4(b+ δ)
‖u‖2 + C

for some 0 < C <∞. �

Next, we will estimate I(u) from below on the subspace V = E+ ⊕ E2 and
show that infu∈V I(u) := I∞ > −∞. We need the following lemmas:
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Lemma 3.4. Let B > 0, assume condition (L2), 1 ≤ dim ker(L + λ̂) < ∞,
and that every nonzero element ψ ∈ ker(L+λ̂) changes sign. If (ψn) ⊂ ker(L+λ̂),
(wn) ⊂ E+ and (δn) ⊂ R+ are sequences such that

(i) ‖ψn‖ → ∞ as n→∞,
(ii) ‖wn‖ ≤ 1 for all n ≥ 1,
(iii) 0 ≤ δn ≤ δ0 < µB/(µ+ 1), where

µ = inf
ψ 6=0

|ψ+|22
|ψ−|22

> 0, ψ ∈ ker(L+ λ̂),

then

lim
n→∞

[
− δn|ψn|22 +B

∫
|(wn + ψn)+|2

]
= ∞.

Proof. Let sn = ‖ψn‖ and ϕn = ψn/‖ψn‖. Then

lim
n→∞

[
− δn|ψn|22 +B

∫
|(wn + ψn)+|2

]
= lim
n→∞

s2n

[
− δn|ϕn|22 +B

∣∣∣∣(wnsn + ϕn

)+∣∣∣∣2
2

]
.

Since dim ker(L+ λ̂) <∞ , we have (by passing to a subsequence, if necessary)
that ϕn → ϕ in E for some 0 6= ϕ ∈ ker(L + λ̂): in particular ϕn → ϕ in L2.
Also, we have from (ii) that wn/sn → 0 in E (hence in L2), and we may assume
that δn → δ̂, in view of (iii). Therefore,

lim
n→∞

s2n

[
− δn|ϕn|22 +B

∫ ∣∣∣∣(wnsn + ϕn

)+∣∣∣∣2]
= lim

n→∞
s2n[−δ̂|ϕ|22 +B|ϕ+|22 + o(1)]

= lim
n→∞

s2n[(B − δ̂)|ϕ+|22 − δ̂|ϕ−|22 + o(1)]

≥ lim
n→∞

s2n[((B − δ̂)µ− δ̂)|ϕ−|22 + o(1)] = ∞,

since (B − δ̂)µ− δ̂ = µB − (µ+ 1)δ̂ > 0 , in view of (iii). �

Lemma 3.5. Consider the function f(ρ, ϕ,w) = 1/2−ρ|ϕ|22+B
∫
|(w+ϕ)+|2

defined for ρ ∈ R+, ϕ ∈ ker(L+ λ̂), w ∈ S+ := {u ∈ E+ | ‖u‖ = 1}. Then, there
exists ρ0 = ρ0(B,L) > 0 such that

mρ := inf
ϕ,w

f(ρ, ϕ,w) > 0, 0 < ρ ≤ ρ0.

Proof. Indeed, suppose there exists ρn > 0 such that ρn → 0 and

inf
ϕ,w

f(ρn, ϕ, w) ≤ 0.
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Then, there exist sequences ϕn ∈ ker(L+ λ̂) and wn such that ‖wn‖ = 1 and

f(ρn, ϕn, wn) ≤
1
n
,

that is,
1
2
− ρn|ϕn|22 +B

∫
|(wn + ϕn)+|2 ≤

1
n
.

In view of Lemma 3.4, there must exist M > 0 such that |ϕn|2 ≤M for all n ≥ 1.
But then, passing to the limit in the above expression leads to a contradition.
Therefore, it follows that

inf
ϕ,w

f(ρ, ϕ,w) > 0, 0 < ρ ≤ ρ0.

for some ρ0 > 0. �

Lemma 3.6. There exists 0 < α1 = α1(b, L) < λ̂ such that if a ∈ (α1, λ̂] then

inf
u∈V

I(u) := I∞ > −∞.

Proof. Let u = w + ψ ∈ E+ ⊕ ker(L+ λ̂) = V . We have

I(u) =
1
2
‖w‖2 − 1

2
‖ψ‖2 +

b

2

∫
|u+|2 +

a

2

∫
|u−|2 +

∫
G0(x, u)−

∫
fu

=
1
2
‖w‖2 − 1

2
‖ψ‖2 +

a

2

∫
|u|2 +

b− a

2

∫
|u+|2 +

∫
G0(x, u)−

∫
fu

≥ 1
2
‖w‖2 − λ̂

2
|ψ|22 +

a

2
|u|22 +

b− a

2

∫
|(w + ψ)+|2 − ε|u|22 − C(ε),

hence

I(u) ≥ 1
2
‖w‖2 +

a− 2ε
2

|w|22 +
a− λ̂− 2ε

2
|ψ|22 +

b− a

2

∫
|(w + ψ)+|2 − C(ε),

which gives

(3.5) I(u) ≥ 1
2
‖w‖2 − λ̂− a+ 2ε

2
|ψ|22 +

b− λ̂

2

∫
|(w + ψ)+|2 − C(ε).

We note that the above estimate is of the form

I(u) ≥ 1
2
‖w‖2 −A|ψ|22 +B

∫
|(w + ψ)+|2 − C(ε), u = w + ψ ∈ V.

where A = (λ̂− a+ 2ε)/2 > 0, B = (b− λ̂)/2 > 0, w ∈ E+ and ψ ∈ ker(L+ λ̂).
We will consider two cases:

Case 1. ‖w‖ = 0. In this case we have

I(u) = I(ψ) ≥ −A |ψ|22 +B

∫
|ψ+|2 − C(ε),
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and, if we take A < µB/(µ+ 1) , then Lemma 3.4 implies that I(ψ) → ∞
as ‖ψ‖ → ∞. In particular, I(ψ) is bounded from below. In other words, if

(3.6)
λ̂− a+ 2ε

2
<

µ

µ+ 1

(
b− λ̂

2

)
then, I(ψ) is bounded from below.

Case 2. ‖w‖ 6= 0 . In this case we can write

I(u) ≥ ‖w‖2

[
1
2
−A

∣∣∣∣ ψ

‖w‖

∣∣∣∣2
2

+B

∫ ∣∣∣∣( w

‖w‖
+

ψ

‖w‖

)+∣∣∣∣2]− C(ε).

and, with ρ0 > 0 given in Lemma 3.5, if

(3.7)
λ̂− a+ 2ε

2
< ρ0

then Lemma 3.6 implies that I(u) ≥ mρ‖w‖2 − C(ε) ≥ −C(ε), hence I(u) is
again bounded from below.

Combining Cases 1 and 2 and in view of (3.6), (3.7), we define

(3.8) α1 := max
{

(2µ+ 1)λ̂− µb

µ+ 1
, λ̂− 2ρ0, 0

}
.

If a ∈ (α1, λ̂] then, by picking ε = ε̂ > 0 suitably small, it follows that

inf
u∈V

I(u) := I∞ > −∞. �

Next, we will consider the compactnesss condition (PS)∗c of Theorem 3.1.

Lemma 3.7. There exists 0 < α2 = α2(b, L) < λ̂ such that if a ∈ (α2, λ̂] then

(3.9) Lu+ bu+ − au− = 0, u ∈ D(L)

has only the trivial solution u = 0.

Proof. For fixed b we consider the functional

Ja(u) =
1
2
(‖P+u‖2 − ‖P−u‖2) +

1
2

∫
(b|u+|2 + a|u−|2), u ∈ E

whose critical points are the solutions of (3.9) (cf. Lemma 2.2). By negation, let
us assume there exist sequences (un), (an) with un 6= 0, an → λ̂, an < λ̂ and

(3.10) Lun + bu+
n − anu

−
n = 0,

that is, J ′an
(un) = 0. Then, writing un = P+un+P−un ∈ E+⊕E−, and recalling

that

E− = E1 ⊕ E2 = [χ(−∞,−b)(L)](E)⊕ [χ[−b,0)(L)](E), E+ = [χ[0,∞)(L)](E)
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where E2 = [χ[−b,0)(L)](E) = ker(L+ λ̂), we obtain from (3.10) that

〈(P+ − P−)un, h〉+ b

∫
u+
nh− an

∫
u−n h = 0 for all h ∈ E,(3.11)

(3.12) ‖P+un‖2 − ‖P−un‖2 + b

∫
|u+
n |2 + an

∫
|u−n |2 = 0.

From (3.12) it follows that ‖P+un‖2 ≤ ‖P−un‖2, so that ‖P−un‖ 6= 0 since
un 6= 0. Let zn = un/‖P−un‖. Then 1 ≤ ‖zn‖2 ≤ 2 and (passing to a subse-
quence, if necessary) we obtain that zn ⇀ z weakly in E.

Next, we note that the embedding E− ↪→ H is compact in view of hypotheses
(L2), (L4) and the comments following Remark 3.2. Therefore,

(3.13) P−zn → P−z strongly in H.

Now, dividing (3.11) by ‖P−un‖ and letting h = P−zn − P−z, we obtain

−‖P−zn‖2 + 〈P−zn, P−z〉+ b

∫
z+
n (P−zn − P−z)− an

∫
z−n (P−zn − P−z) = 0,

and, by taking limits, it follows that lim ‖P−zn‖2 = ‖P−z‖2, hence

(3.14) P−zn → P−z strongly in E.

Next, we note that Ja(u) = (‖P+u‖2 − ‖P−u‖2)/2 + Ψa(u), where Ψa(u) =
(1/2)

∫
(b|u+|2 + a|u−|2) is a convex functional. Therefore, recalling that 0 <

an < λ̂ and an → λ̂, we obtain

Ψ
bλ(z)−Ψ

bλ(zn) ≥ Ψan
(z)−Ψan

(zn)− |an − λ̂‖zn|22
≥ Ψ′

an
(zn) · (z − zn)− |an − λ̂‖zn|22

= J ′an
(zn) · (z − zn)− 〈(P+ − P−)zn, z − zn〉 − |an − λ̂‖zn|22

= ‖P+zn‖2 − 〈P+zn, z〉 − ‖P−zn‖2 + 〈P−zn, z〉 − |an − λ̂‖zn|22.

Taking lim sup in the above estimate and using (3.14) together with the fact that
Ψ
bλ is weakly lower semicontinuous, we get

0 ≥ Ψ
bλ(z)− lim inf Ψ

bλ(zn) ≥ lim sup ‖P+zn‖2 − ‖P+z‖2

which implies lim ‖P+zn‖2 = ‖P+z‖2, hence

P+zn → P+z strongly in E.

Finally, dividing (3.11) by ‖P−un‖ and passing to the limit gives

〈(P+ − P−)z, h〉+ b

∫
z+h− λ̂

∫
z−h = 0 for all h ∈ E.

As in the proof of Lemma 2.2, this shows that z ∈ D(L) and

Lz + bz+ − λ̂z− = 0.
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By assumption it follows that z = 0, hence zn → 0 strongly in E, which contra-
dicts the fact that 1 ≤ ‖zn‖2 ≤ 2. The proof is complete. �

Remark 3.8. Given the selfadjoing operator L:D(L) ⊂ H → H, let us call
the Fučik spectrum of L the subset ΣF (L) ⊂ R2 given by

ΣF (L) = {(a, b) ∈ R2 | Lz + bz+ − az− = 0 has a nonzero solution}.

An inspection of the proof of Lemma 3.7 shows that, under conditions (L1)–(L4),
for any given b > 0 the horizontal slice (R×{b})∩ΣF (L) is a closed set. In fact,
our next lemma shows that, under some weaker assumptions, the compactness
condition (PS)∗c is intimately connected to the Fučik spectrum.

Lemma 3.10. Let L:D(L) ⊂ H → H be a selfadjoint operator satisfying
conditions (L1), (L2), (L4), and assume (G1)–(G3). If (a, b) /∈ ΣF (L) then the
functional

I(u) =
1
2

(
‖P+u‖2 − ‖P−u‖2

)
+

∫
G(x, u)−

∫
fu, u ∈ E,

satifies (PS)∗c w.r.t. {Wn} for all c ∈ R.

Proof. Let (un) be a (PS)∗c sequence w.r.t. {Wn}. As before, we write
un = P+un + P−un = un,1 + un,2 ∈ E+ ⊕ E−. We recall that

V = E+ ⊕ E2, W = E1 = cl
( ∞⋃
n=1

Wn

)
.

By assumption, there exists kn →∞ such that

PW (un) ∈Wkn
, I(un) → c and ‖I ′(un)|V⊕Wkn

‖ → 0

as n→∞. And we must show that (un) possesses a subsequence that converges
to a critical point of I. For that, we first show that (un) is bounded.

Indeed, note that from condition ‖I ′(un)|V⊕Wkn
‖ → 0 we have

I ′(un) · un = ‖un,1‖2 − ‖un,2‖2 + b

∫
|u+
n |2 + a

∫
|u−n |2

+
∫
g0(x, un)un −

∫
fun = o(1)‖un‖

and, in view of hypothesis (G2), it follows that

‖un,1‖2 +
∫
|u+
n |2 +

∫
|u−n |2 ≤ C(1 + ‖un,2‖2),

hence

(3.15) ‖un‖2 ≤ C(1 + ‖un,2‖2).

Therefore, in order to show that (un) is bounded, it suffices to show that (un,2)
is bounded.
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Arguing by contradiction, assume that tn = ‖un,2‖ → ∞ and define zn =
un/‖un,2‖. Then, (3.15) implies that ‖zn‖ is bounded, so that (passing to a
subsequence, if necessary) we obtain zn ⇀ z weakly in E. As in the previous
lemma, we first show that P−zn → P−z. For that, let us introduce the two
families of projections

P k−:E → E2 ⊕Wk, P k:E → E+ ⊕ E2 ⊕Wk (k ≥ 1).

We have
I ′(un)
‖un,2‖

· (P−zn − P kn
− z)

= −〈P−zn, P−zn − P kn
− z〉+ b

∫
z+
n (P−zn − P kn

− z)− a

∫
z−n (P−zn − P kn

− z)

+
∫
g0(x, un)
‖un,2‖

(P−zn − P kn
− z)−

∫
f

‖un,2‖
(P−zn − P kn

− z).

Since P kn
− z → P−z strongly in E, if we take limits as n →∞ and use (G2), we

obtain lim ‖P−zn‖2 = ‖P−z‖2, hence P−zn → P−z strongly in E. Again, using
the fact that the functional Ψ(u) = (1/2)

∫
(b|u+|2 + a|u−|2) is convex, we get

Ψ(P knz)−Ψ(zn) ≥ Ψ′(zn) · (P knz − zn)

=
I ′(un)
‖un,2‖

· (P knz − zn)− 〈(P+ − P−)zn, P knz − zn〉

−
∫
g0(x, un)
‖un,2‖

(P knz − zn) +
∫

f

‖un,2‖
(P knz − zn)

≥‖P+zn‖2 − 〈P+zn, P
knz〉+ 〈P−zn, P knz〉 − ‖P−zn‖2 + o(1).

Since P knz → z then, by taking lim sup in the above expression as before, we
obtain lim ‖P+zn‖2 = ‖P+z‖2, hence zn → z strongly in E. It follows that z
satisfies

〈(P+ − P−)z, φ〉+ b

∫
z+φ− a

∫
z−φ = 0 for all φ ∈ E.

As before, this yields z ∈ D(L) and

Lz + bz+ − az− = 0.

Since (a, b) /∈ ΣF (L) by assumption, it follows that z = 0, so that

zn =
un

‖un,2‖
→ 0 strongly in E.

which contradicts the fact that ‖zn‖ ≥ 1. We have shown that any (PS)∗c se-
quence w.r.t. {Wn} is necessarily bounded, so that we may assume that un ⇀ u

weakly in E.
The rest of the proof follows by first showing that P−un → P−u in E. Then,

using the fact that the functional u 7→
∫
G(x, u)dx is convex by (G3), we argue
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as before to conclude that P+un → P+u in E, and finally that un → u in E.
This completes the proof of Lemma 3.10. �

Remark 3.10. It is worth noticing that the above proof of boundedness of
(PS)∗c sequences did not use the convexity assumption (G3). In fact, as the fol-
lowing applications show, in some situations the strong convergence of bounded
(PS)∗c sequences follows from (G1), (G2) alone.

Proof of Theorem 2. Lemmas 3.3, 3.6, 3.7 and 3.9 show that the condi-
tions of Theorem 3.1 are satisfied for our functional I(u) = Ia(u) provided that
a ∈ (α, λ̂], where α := min{α1, α2}. Therefore the functional I(u) has a critical
point û ∈ E. And, by Lemma 2.2, it follows that û ∈ D(L) and it is a solution
of problem (P). �

4. Applications

4.1. The beam equation. Given continuous functions g(x, t, u), f(x, t)
which are 2π-periodic in t, we consider the following problem for the nonlinear
beam equation

(NBE)


utt + uxxxx + g(x, t, u) = f(x, t) for (x, t) ∈ (0, π)× R,

u(0, t) = u(π, t) = uxx(0, t) = uxx(π, t) = 0 for t ∈ R,

u(x, t+ 2π) = u(x, t) for (x, t) ∈ (0, π)× R,

that is, we seek time-periodic solutions with period 2π for the above nonlinear
beam equation in the interval (0, π) under Navier boundary conditions.

The corresponding eigenvalue problem for the beam operator L = ∂2
t + ∂4

x,
Lu = λu for (x, t) ∈ (0, π)× R,

u(0, t) = u(π, t) = uxx(0, t) = uxx(π, t) = 0,

u(x, t+ 2π) = u(x, t),

has infinitely many eigenvalues λmn and eigenfunctions ϕmn, ψmn given by

λmn = m4 − n2, m ∈ N, n ∈ {0} ∪ N,{
ϕmn(x, t) = sinmx sinnt for m,n ∈ N,

ψmn(x, t) = sinmx cosnt for m ∈ N, n ∈ {0} ∪ N.

(Similarly to ϕmn, ψmn, note that the eigenfunctions ϕm′n′ , ψm′n′ correspond to
the eigenvalue λmn whenever m′4−n′2 = m4−n2.) Letting Ω = (0, π)× (0, 2π),
we also note that {ϕmn, ψmn} is a complete orthogonal system for H = L2(Ω),
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and the operator L:D(L) ⊂ H → H defined by

D(L) :=
{
u =

∑
(cmnϕmn + dmnψmn) ∈ H

∣∣∣∣∑
λmn(cmnϕmn + dmnψmn) ∈ H

}
,

Lu :=
∑

λmn(cmnϕmn + dmnψmn)

is a selfadjoint operator with pure point spectrum σ(L) = {λmn}. Moreover,
except for λ = 0, which is an eigenvalue of infinite multiplicity, all other eigen-
values λmn 6= 0 have finite multiplicity. In particular, it follows that assumption
(L4) holds true for any b > 0.

Next, let us assume that g(x, t, s): [0, π] × [0, 2π] × R → R is a continuous
function satisfying

(g1) 0 < lim
s→−∞

g(x, t, s)
s

= a < b = lim
s→∞

g(x, t, s)
s

uniformly for (x, t) ∈ Ω.

(g2) g(x, t, · ) is nondecreasing for (x, t) ∈ Ω.

When applying Theorem 1.2 to (NBE) we plan to use a symmetry result of
Lazer–McKenna [16]. For that, we must restrict ourselves to crossing a positive
eigenvalue of −L whose corresponding eigenfunctions ϕmn(x, t), ψmn(x, t) (for
each fixed t ≥ 0) do not change sign for x ∈ (0, π), a situation that only occurs
when m = 1. Therefore, we shall assume that

(l1) σ(−L) ∩ [−λ1k, b] = −λ1k = k2 − 1 for some k ≥ 2, and the equation
m4 − n2 = 1− k2 has the unique solution (m,n) = (1, k).

Then, it follows that λmn 6= λ1k for (m,n) 6= (1, k), hence ker(L − λ1k) =
span{sinx cos kt, sinx sin kt}. Let us denote by µ1 the largest eigenvalue of −L
that is smaller than −λ1k = k2 − 1, and by µ2 the smallest eigenvalue of −L
that is larger than −λ1k: clearly, we have µ1 < k2 − 1 < b < µ2.

Now, by a symmetry result of Lazer–McKenna ([16]), the solutions of the
PDE

(4.1) Lu+ bu+ − (k2 − 1)u− = 0

are of the form
u(x, t) = (sinx)y(t)

where y(t) is a 2π-periodic solution of the ODE

(4.2) y′′ + (b+ 1)y+ − k2y− = 0.

However, (4.2) has a 2π-periodic solution if and only if (see [11])

(4.3)
π√
b+ 1

+
π

k
=

2π
l
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for some l = 1, 2, . . . , which gives b = k2l2/(2k − l)2 − 1. Since k2 − 1 < b, it
follows that k < l < 2k. Therefore, the smallest value of b for which we have a
solution of (4.3) is attained when l = k + 1, that is,

b = k2 (k + 1)2

(k − 1)2
− 1.

Now, it is not difficult to see that µ2 < k2(k + 1)2/(k − 1)2− 1 (indeed, we have
µ2 ≤ −λ1,k+1 = (k+ 1)2− 1, and a simple calculation shows that (k+ 1)2− 1 <
k2(k + 1)2/(k − 1)2 − 1 for any k ≥ 2). Therefore, as long as b ∈ (k2 − 1, µ2),
the equation

Lu+ bu+ − (k2 − 1)u− = 0

has no nontrivial solution, so that L satisfies assumption (L3) with λ̂ = k2 − 1.
Furthermore, since ψ10 = sinx is the only eigenfunction that does not change
sign, and the corresponding eigenvalue is λ10 = 1 (a simple eigenvalue of L), it is
clear that L satisfies assumption (L2) for any eigenvalue λmn 6= 1, in particular
for λ1k = 1− k2, k ≥ 2. We can now state:

Theorem 4. Assume condition (l1) with −λ1k = k2 − 1 < b < µ2. Then
there exists α = α(b) with µ1 < α < k2 − 1 such that, for a ∈ (α, k2 − 1] and
g(x, t, s)satisfying (g1), (g2), equation (NBE) possesses a solution for any given
f ∈ L2(Ω).

Remark 4.1. (a) We exhibit below points of σ(L) in the interval [−20, 12]

. . . < λ26 = −20 < λ3 10 = −19 < λ14 = −15 < λ23 = −9 < λ13 = −8

< λ12 = −3 < λ11 = 0 < λ10 = 1 < λ23 = 7 < λ22 = 12 < . . .

(b) Simple calculations show that, for example, λ12 = −3, λ13 = −8, λ14 =
−15, λ15 = −24, λ16 = −35 all satisfy the conditions of the above theorem.

4.2. The wave equation. Next we look for time-periodic solutions with
period 2π for the nonlinear wave equation in the interval (0, π) under Dirichlet
boundary conditions:

(NWE)


utt − uxx + g(x, t, u) = f(x, t) for (x, t) ∈ (0, π)× R,

u(0, t) = u(π, t) = 0 for t ∈ R,

u(x, t+ 2π) = u(x, t) for (x, t) ∈ (0, π)× R,

The corresponding eigenvalue problem for the wave operator L = ∂2
t −∂2

x has
infinitely many eigenvalues λmn and eigenfunctions ϕmn, ψmn given by

λmn = m2 − n2, m ∈ N, n ∈ {0} ∪ N,{
ϕmn(x, t) = sinmx sinnt for m,n ∈ N,

ψmn(x, t) = sinmx cosnt for m ∈ N, n ∈ {0} ∪ N.
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Similarly to the beam equation, letting Ω = (0, π) × (0, 2π), we note that
{ϕmn, ψmn} is a complete orthogonal system for H = L2(Ω), and the opera-
tor L:D(L) ⊂ H → H defined by

D(L) :=
{
u =

∑
(cmnϕmn + dmnψmn) ∈ H

∣∣∣∣∑
λmn(cmnϕmn + dmnψmn) ∈ H

}
,

Lu :=
∑

λmn(cmnϕmn + dmnψmn)

is a selfadjoint operator with pure point spectrum σ(L) = {λmn}. Again, except
for λ = 0, which is an eigenvalue of infinite multiplicity, all other eigenvalues
λmn 6= 0 have finite multiplicity.

Using similar arguments to those for the beam equation, we can now state

Theorem 5. Assume that k ≥ 2 is an integer for which the only solution
(m,n) of the equation

m2 − n2 = 1− k2 , (m,n) ∈ N× ({0} ∪ N)

is (m,n) = (1, k). In addition, assume that −λ1k = k2 − 1 < b < µ2. Then
there exists α = α(b) with µ1 < α < k2 − 1 such that, for a ∈ (α, k2 − 1] and
g(x, t, s) satisfying conditions (g1), (g2), equation (NWE) possesses a solution
for any given f ∈ L2(Ω).

Remark 4.2. For other recent results on asymptotically linear wave and
beam equations we refer the reader to [4] and references therein.

4.3. The Schrödinger equation. For our last application, we consider the
nonlinear Schrödinger equation

(NSE) −∆u+ V (x)u+ g(x, u) = f(x), x ∈ RN .

Since we would like to give a simple application, we are not going to consider
the most possible general situation. We assume that g: RN × R → R satisfies
conditions (G1), (G2) in the introduction, and that V : RN → R satisfies:

(V1) V ∈ C(RN ) and V (x) → 0 as |x| → ∞,
(V2) there exists ϕ ∈ C∞0 (RN ) such that

∫
(|∇ϕ|2 + V (x)ϕ2) < 0,

(V3) λ̂ > 0 is an isolated point of σ(∆−V (x)) with σ(∆−V (x))∩[a, b] = {λ̂}.

Remark 4.3. We will recall a few basic result in the theory of Schrödinger
operators which are relevant to our discussion:

(a) Given V ∈ L∞(RN ), let the operator L:D(L) ⊂ L2(RN ) → L2(RN ) be
defined by

Lu = −∆u+ V (x)u, u ∈ D(L) = H2(RN ).
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In addition, assume that lim inf |x|→∞ V (x) ≥ γ for some γ ∈ R. Then one has
σess(L) ⊂ [γ,∞). In particular, if lim|x|→∞ V (x) = 0 then σess(L) = σess(−∆) =
[0,∞).

(b) The bottom of the spectrum σ(L) of the operator L is given by

λ0 = inf
0 6=u∈H2(RN )

(Lu, u)2
|u|22

= inf
0 6=u∈H2(RN )

∫
|∇u|2 + V (x)u2∫

u2
.

Furthermore, if (V2) is satisfied then λ0 < 0 and, using the Concentration Com-
pactness Principle of P. L. Lions, one shows that λ0 is the principal eigenvalue
of L with a positive eigenfunction Φ0:{

LΦ = λ0Φ0,

Φ0 ∈ H2(RN ), Φ0 > 0.

In fact, by elliptic regularity theory, it follows that Φ0 ∈ C∞(RN ).
(c) The spectrum of L in (−∞, γ), namely σ(L) ∩(−∞, γ) is at most a count-

able set, which we denote by λ0 < λ1 ≤ λ2 ≤ . . . where each λk < γ is an isolated
eigenvalue of L of finite multiplicity (counted as often as its multiplicity) and
characterized by the minimax formula

λk = inf
F∈Fk

sup
0 6=u∈F

(Lu, u)2
|u|22

,

where Fk denotes the collection of all k−dimensional subspaces of H2(RN ).

So, if the potential V (x) verifies (V1) and (V2) then the selfadjoint operator
L:D(L) ⊂ L2(RN ) → L2(RN ) given by Lu = −∆u + V (x)u, u ∈ D(L) =
H2(RN ), satisfies conditions (L1), (L2) and (L4) in Theorem 2 with 0 < a ≤
λ̂ = |λk0 | < b, for some k0 ≥ 1, where we are denoting by λ0 < λ1 ≤ . . . < 0
the eigenvalues of L which make up the spectrum of L in (−∞, 0) (cf. remark
above).

In fact, if we denote by µ1 the largest eigenvalue of −L that is smaller than
|λk0 |, and by µ2 the smallest eigenvalue of −L that is larger than |λk0 |, then we
have µ1 < a < |λk0 | < b < µ2 and we can prove that the following result holds:

Lemma 4.4. If b ∈ (|λk0 |, µ2) then the equation

(4.4) −∆u+ V (x)u+ bu+ − |λk0 |u− = 0, u ∈ H2(RN )

has no nonzero solution.

Proof. If (4.4) has a nonzero solution u ∈ H2(RN ), then u must necessarily
change sign in RN . Indeed, since b /∈ σ(∆u − V (x)) we cannot have u positive
and, since λ̂ = |λk0 |, k0 ≥ 1, we also cannot have u negative. Therefore, u must
change sign and we can rewrite (4.4) as

(4.5) −∆u+ [V (x) + |λk0 |+ (b− |λk0 |)χΩ]u = 0, 0 6= u ∈ H2(RN ),
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where ∅ 6= Ω = {x ∈ RN |u(x) > 0} ( RN and χΩ denotes the characteristic
function of the set Ω.

Now, if we set Ṽ (x) = V (x) + |λk0 | + (b − |λk0 |)χΩ then (4.5) shows that
0 ∈ σp(L̃), where L̃ = −∆ + Ṽ (x). Clearly, we have Ṽ (x) ∈ L∞(RN ) and
lim inf |x|→∞ Ṽ (x) ≥ |λk0 | = λ̂ > 0. So, if we denote by ξ0 < ξ1 ≤ . . . < 0 the
eigenvalues of L̃ which make up the spectrum of L̃ in (−∞, λ̂), then, by using
the minimax characterization of the eigenvalues λk, ξk of L and L̃, respectively,
we can write

λk = inf
dim(F )=k

sup
0 6=u∈F

∫
(|∇u|2 + V (x)u2)∫

u2
,

ξk = inf
dim(F )=k

sup
0 6=u∈F

∫
(|∇u|2 + Ṽ (x)u2)∫

u2
.

But then, since V (x) + |λk0 | ≤ Ṽ (x) ≤ V (x) + b, with both inequalities being
strict on sets of positive measure, we conclude that

λk − λk0 < ξk < λk + b, k = 0, 1, . . .

Without loss of generality we assume λk0−1 < λk0 . Then, we have

ξk0−1 < λk0−1 + b = −|λk0−1|+ b < 0 = −λk0 + λk0 < ξk0 ,

hence ξk0−1 < 0 < ξk0 , which shows that 0 /∈ σp(L̃), a contradiction. �

We can now state:

Theorem 6. Assume V (x) satisfies conditions (V1)–(V3) and let L:D(L) ⊂
L2(RN ) → L2(RN ) be the selfadjoint operator given by Lu = −∆u + V (x)u,
u ∈ D(L) = H2(RN ), so that σ(L) = {λ0, λ1, . . . }∪ [0,∞), where λj < λj+1 < 0
denote the distinct eigenvalues of L. Let λ̂ := −λk = |λk| > 0 for some k ≥ 1 and
|λk| < b < |λk−1| be given. Then there exists α = α(b) with |λk+1| < α < |λk|
(or 0 < α < |λk| if λk is the largest negative eigenvalue of L) such that, for
a ∈ (α, |λk|] and g: RN × R → R satisfying conditions (G1), (G2), equation

−∆u+ V (x)u+ g(x, u) = f(x), u ∈ H2(RN )

has a solution for any given f ∈ L2(RN ).

Proof. In order to apply Theorem 1, since we do not have the convex-
ity assumption (G3), we must show that bounded (PS)∗c sequences are actu-
ally precompact (see Remark 3.11). In fact, if (un) is our bounded (PS)∗c
sequence with un → u weakly in E = H1(RN ), then the proof of Lemma
3.10 shows that P−un → P−u strongly in H1(RN ). Then, using the fact
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that the nonlinearity g(x, · ) is nondecreasing at infinity, so that the functional
Ψ(u) = (1/2)

∫
(b|u+|2 + a|u−|2) is convex, we have

Ψ(u)−Ψ(un) ≥Ψ′(un) · (u− un)

= I ′(un) · (u− un)− 〈(P+ − P−)un, u− un〉

−
∫
g0(x, un)(u− un) +

∫
f(u− un)

≥‖P+un‖2 − 〈P+un, P+u〉 −
∫
g0(x, un)(u− un) + o(1).

Therefore, in order to show that P+un → P+u, it is enough to verify that∫
g0(x, un)(u − un) = o(1). In the present case, this follows from the estimate

(G2) and the fact that the embedding H1
loc(RN ) ↪→ L2

loc(RN ) is compact. The
proof of Theorem 4 is complete. �
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