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Abstract. The dream of achieving artificial intelligence (AI) and, in particular, arti-
ficial consciousness (‘strong AI’), is reflected in mythologies and popular culture as 
utopia and dystopia. This article discusses its conceptual possibility. It first relates 
the desire to realise strong AI to a self-perception of humanity as opposed to nature, 
metaphorically represented as gods or God. The realisation of strong AI is perceived 
as an ultimate victory on nature or God because it represents the crown of creation 
or evolution: conscious intelligence. The paper proceeds to summarise two debates 
relevant to AI: one educational and one technological. The technological debate, al-
most invariably presupposing a materialist framework, is related to the mind–body 
problem of philosophy; the educational one to understanding the concept of intel-
ligence. By proposing a definition of intelligence linked to an idealist conception of 
reality, postulating mind as participation in Absolute Mind, I attempt a convergence 
of these debates, rejecting the possibility of strong AI. 
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Introduction: An enduring fantasy

One of the most enduring fantasies of the human species is the ability 
to reproduce its own consciousness. With this I  refer not to the ability 
to procreate but the ability to manufacture life: to ‘play God’. In terms of 
mythology to this effect, European culture has the homunculus, which 
has roots in alchemy and was seemingly first mentioned by Paracelsus 
(1537); in the same period, slightly later, a Jewish tradition described the 
creation of a golem; and, in modern times, Mary Shelley wrote the story 
of Frankenstein (1818). Myths and legends aside, the spectacular growth 
of technological expertise since the 19th century, and since World War II 
in particular, has engendered hopes, but also fears, that this fantasy may, 
one day, materialise. Developments in biotechnology, robotics and com-
puter sciences seem particularly promising and, interestingly, around 
10 years ago, one author (Halal 2009) thought that we should approach 
great achievements in these fields around exactly the present time:

At about 2020, the very time when the planet is likely to teeter between ca-
lamity and salvation, our forecasts suggest that routine human thought 
should be automated by far more sophisticated IT networks, a second genera-
tion of more powerful computers, smart robots that think and talk, and arti-
ficial intelligence that approaches human skills.

Although one may question whether this prediction has indeed come 
about, it is certain that great technological progress has been achieved 
since 2009. However, while advances in the mentioned fields take hold, 
one may ask: why would we want to (re-) create conscious life? It seems 
plausible that the dream of the re-creation of self-consciousness stems 
from the awareness that life is finite, to which, as Dobzhansky has ven-
tured to assert (1969), much of philosophy is the attempt at an answer. As 
the mind is considered the crown on creation, or evolution, the recrea-
tion of this is of particular interest. The quest for conscious life is, thus, 
a quest for immortality. 
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In this essay, I will explore the conceptual possibility that the pursuit 
of (re-) creating the human mind, Artificial Intelligence (AI), can be real-
ised. I will do so by first relating the quest for AI to a fundamentally reli-
gious dimension, which sees human beings searching for the ‘tree of life’ 
mentioned in the Biblical book of Genesis, symbolising immortality. I will 
then proceed to summarise the current state of the debate around AI, as-
serting that there are two strands relevant to this, rather than only one: 
the technological debate, but also the educational and psychological one, 
on the concept of intelligence. I argue that, whereas these debates could 
inform one another, there seems to be little interaction between them. 
I will state that to place the discussion on AI on firm ground, a solid defi-
nition of intelligence is needed, which is currently lacking. I will propose 
such a definition and, finally, explain how my understanding of intelli-
gence as rooted in a divine, Absolute Mind, precludes the realisation of 
what is known as ‘strong AI’, i.e. intelligence that has human properties, 
such as consciousness. 

1. Man, nature and technology

It is not surprising that the common fantasy of striving towards religious 
dimensions, such as eternity and immortality, finds its most ardent hopes 
in the growth of technological knowledge. Technology has, after all, re-
alised many things that seemed unattainable, akin to the miracle in re-
ligion: the abilities to fly (aviation), to capture visual material (photog-
raphy) and communicate with people at a distance (telecommunication) 
all previously belonged to the realm of magic. This has placed technol-
ogy, and science, with which it is allied (Kwa 2005), in a polemical rela-
tion with religion.1 Claims that events in the Bible presented literal facts, 
as in Ussher’s calculation of the date of Creation, which subsequent study 
made unlikely, led to an antagonism that contends that if one is right (say, 
religion), the other side must be wrong (science). One of the best exam-

1 Although, according to Brooke (2006, 293), the view that science and religion have “ex-
isted in more or less perpetual warfare … is problematic because of the level of genera-
lity assumed.”
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ples of this may be Darwin’s theory of evolution, which directly opposes 
a literal interpretation of the Story of Creation. It is no coincidence that 
biology is the science of life, and thus probably also not a coincidence 
that some of the most vocal opponents of religion, among which Dawk-
ins, Wilson and Harris are, or were, biologists. 

If we wish to understand the deeper reason between this antagonism 
and, in connection with this, the reason that technology is at times per-
ceived as the strongest stake towards immortality, we have to review the 
relation we as human beings have with our environment: nature. In this 
respect, the 16th and 17th century Dominican friar and Italian philosopher 
Campanella’s identification of nature with God (Manuel and Manuel 1982)2 
is enlightening; not as an ontological statement, but as an anthropological 
one. By this, I mean that God Himself is not by necessity nature, but that 
what or who is commonly understood to be God is curiously similar to the 
whole of events, mechanisms and states of affairs that we refer to as na-
ture. This seems most directly clear in the deities of worldwide religions: in 
the old Greek pantheon, Neptune is the sea, Zeus lightning, Gaia the earth; 
among Norse-Saxon gods, Thor or Thuner is the god of thunder; and of Ja-
pan’s Shinto deities, Amaterasu represented the sun, Tsukiyomi the moon 
and Susano the sea. Even in Judaism, Spinoza asserted, wind (ruagh, com-
monly translated as ‘spirit’) is thought to come from Yahweh (1670/1862). 

But the above is also true implicitly: for example, we notice historical-
ly that the weaker nature becomes, the weaker religion becomes, too. The 
more nature has been understood by scientists, in astronomy (Copernicus, 
Galileo), geology (Lyell, Hutton) and biology (Darwin); and the more tech-
nology has allowed humanity to control the forces of nature, the less the 
need has been felt for proxies such as ceremony or ritual to communicate 
with, appease or even control the collection of forces that are indicated 
with these names (nature and God). Nowadays, nature has become so weak 
that it needs an ecological movement to protect it;3 almost like religion. 

2 Campanella declared, according to ‘terror-struck witnesses’: “There is no God. There 
is only nature which we call God.” Over 50 years later, Spinoza would formulate similar 
thoughts.

3 Although, by way of climate change, it may still turn on us – as a result of precisely the 
type of hubris that will be discussed in a following paragraph.
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2. Hubris: Climbing Mount Olympus

The subjugation of ‘external nature’ through rationalisation, symbolised 
by its transformation from earth (the objective terrain) to land (a means 
of economic production), described by Marx (1909), may not have an obvi-
ous parallel in ‘internal nature’. In his autobiography, Darwin compared 
the need for religion with the fear and hatred of a monkey toward a snake 
(1887/1958).4 The myth of Prometheus, in Greek mythology, where this 
hero is punished for the crime of stealing fire from the gods may reflect 
such a fear or lack of rationalisation. The fire stands for control over na-
ture (MacGregor 2008, 6), which technology is understood to represent; 
the gods of the Greek pantheon for nature itself. To convey this idea, that 
human beings would want to ‘play God’, the Greeks had the concept of hu-
bris, which is clearest in Plato’s myth of humanity’s rebellion against the 
gods on Mount Olympus. After this rebellion failed, they were cut in half, 
each eternally yearning for the other half (380 BCE/1995a). 

The morale of stories such as these is clear: entering the domain of 
the gods is associated with great dangers. To the human mind, or at least 
to that of the Greeks, it is for the gods only to control nature, which they 
represented, and if a human being would try to do the same, s/he would 
be punished. What is interesting here is that, according to Kwa, with the 
configuration of the Greek pantheon, the necessary preconditions for ex-
perimental science and technological development were given: the Greek 
gods are surprisingly human-like. In fact, according to St. Augustine (415 
AD/2007), Tullius complained about Homer that he had wished the Greek 
poet had transferred divine characteristics on human beings rather than 
portray the gods as human beings. As a consequence, even though hu-
man beings often have to pay for their hubris, sometimes they can out-
wit the gods – which might not be possible in Judaism, for example, where 
Yahweh is omniscient and omnipotent. Given God’s identity with nature, 
understanding how nature works is the first step towards control over it. 

4 This passage was deleted from the first edition of this autobiography on the request of 
Darwin’s wife Emma, but later restored by his granddaughter.
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From a perspective of technology – and of experimental science – nature 
has to be subjugated; in the Jewish faith, it might have been very difficult 
to imagine so.. 

3. Utopias and dystopias

Where Greek mythology emphasises the possibilities of technology (if 
also its dangers), and therefore, in embryonic form, the potentiality of AI, 
the Judaic myth of the fall from Paradise symbolises the birth of free will, 
which seems relevant to any intelligence. To illustrate this, we have to 
affirm that while, in line with our contemporary scientific understand-
ing of our ancient history (evolution theory), Paradise never existed, the 
myth refers to something that has. I contend that the myth of Paradise is 
the product of a confluence of two things: present human consciousness, 
which we associate with conscious perception and rational thought and 
a  ‘pre-human memory’ of when we were not yet human. The latter ele-
ment of this equation is based on Freud’s idea that individuals traverse the 
entire development of the species in condensed fashion (1926/1991) and 
on Jung’s concept of the collective unconscious. That is to say, it seems 
plausible that our minds, whatever they are, contain coded memories not 
only of our own, personal experiences, but also of our ancestors. Genes are 
sometimes mentioned as a concrete example of a ‘memory of the species’: 
after all, they remember how to build new members. 

Following evolution theory, we do not only have human ancestors, but 
also pre-human or animal ones whose experiences are likely to have been 
completely different from our own. We can hypothesise that they lived 
in a state of innocence. They were subject to instinct and thus, with the 
absence of choice between good and evil, the choice which Dostoyevs-
ky’s great inquisitor described as a horrible burden (1880/1958), probably 
did not yet know what we call guilt. With the transfer from the animal to 
a human state, our ancestors acquired free will, and the human being be-
came what Heinisch (1960) called a Doppelwesen (ambiguous being), with 
its intrinsic uncertainties, indetermination and doubts. 
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Paradise is the conscious memory of an (non-conscious) innocence 
that has gone. With the fall from Paradise, humanity acquired the knowl-
edge of good and evil, which describes the rational, conscious and intel-
ligent human mind, and this was therefore not really a  fall, but an as-
cent.5 However, the pursuit of knowledge, or philosophy, required more 
than only the ability to know or reason; it also required a reason to trigger 
its existence. I consequently argue that the other crucial requirement for 
thinking is evil or suffering; the notion that there is an imperfection to 
be mended (and this is why the fall is understood as a fall, not an ascent). 
Only the presence of evil can lead to the fundamental question: why? 
And, with that, to the utopian tradition of Plato’s Republic, More’s Utopia 
and Marx’ socialist society (all attempts to re-establish original perfec-
tion). However, in contrast to Paradise, or its Christian mirror image, the 
Kingdom of Heaven, these are utopias that can be brought about by hu-
man hands, which Mumford called utopias of reconstruction (1922/1959) 
rather than utopias of escape, which can only be achieved through divine 
intervention. This line of demarcation runs parallel to the technological 
principle: the notion that humanity can control the natural order rather 
than be controlled by the gods of nature. 

It should now be mentioned that in Paradise there was not only a tree 
of knowledge; there was also a tree of life. This is significant in that, when 
the first humans fall from grace in this myth, it is announced that they 
will only be redeemed when this other tree is found. In the Christian Bi-
ble, it is also mentioned in the Book of Revelation (22:2), where it is said 
to be found in the utopia of New Jerusalem. The historical developments 
we are now witnessing may be those which perceive technology, and AI in 
particular, as a tree of life. 

5 While for several theologians, such as Augustine, Thomas Aquinas and even Tillich 
the Fall was certainly a fall, Fromm (1984) seems to have shared the view that the Fall 
may have been an ascent: “Acting against the command of authority, committing a sin, 
is in its positive human aspect the first act of freedom, that is, the first human act. […] 
The act of disobedience as an act of freedom is the beginning of reason.” 
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4. Mind as product

If we indeed conceive of the history of humanity as the story of our rela-
tion with the forces of nature, of rationality and randomness, then what 
becomes almost instantly clear is that what distinguishes these two is 
mind. The human mind is placed against animal instinct; or the directed 
intelligence of humanity against the blind force of nature. This distinc-
tion is clear in Kant’s description of nature as everything that operates 
under laws (1788/1996) as opposed to the human mind, which, paradoxi-
cally, attains freedom in its submission to the ethical law, that is, the 
knowledge that one thing is right and another wrong, because of its abil-
ity to make a wrong and therefore also a right choice. It is this freedom of 
choice that subjects human to the ethical law and, with that, makes hu-
man holy and an “end in itself” (id., 210). The distinction inherent in this, 
between nature and humanity, is sharply drawn in Bacon’s metaphor for 
the scientific experiment, of nature as a slave that can be put to the rack 
in order to extract her secrets (Kwa 1991). 

The combination of these two states of affairs, that humanity uses 
technology to impose its will on nature, on the one hand, and the defini-
tion of everything without mind as nature on the other, has made a new 
possibility visible: the use of technology to create a mind, or its product(s): 
intelligence and consciousness. This is a dream of AI, which is mainly pur-
sued in Computer Sciences. This is not to say that no other disciplines are 
involved in this enterprise: in the quest for AI, there has been a realisa-
tion that it may be the human set-up that conditions our minds; that con-
sciousness is related to the fact that we have bodies. For this reason, over 
10 years ago, a robotics research team at the University of Essex explored 
the ‘Zombie enigma’: “if you build a machine that is functionally identi-
cal to a human … would it be aware, in the way that we associate with be-
ing alive?” (Akass 2007, 20). In a 2012 article, the project leaders admitted 
that “the goal of consciousness was not reached within the project” (Dia-
mond et al.). This was not the only claim to machine consciousness (Bish-
op 2018): “For example, in 2002, Kevin Warwick announced his ‘Cybernet-
ic learning robots’ to be ‘as conscious as a slug’ (Warwick 2002).” 
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However, to do justice to the Janus-like nature of AI (i.e. combining the 
imposition of human will on nature, through technology, with a techno-
logical mind opposed to a natural one), the discussion of this phenomenon 
may need to consider two debates, which are quite distinct. It would first 
be necessary to understand what intelligence is. This question is central 
to the educational sciences. Education addresses the subjects of teaching 
and learning, including what is to be learnt and how to know whether pro-
gress has been made towards learning goals (educational assessment). In-
telligence tends to be regarded as one of several factors explaining learn-
ing achievement. While the subject of intelligence has traditionally been 
controversial in the social and behavioural sciences, only once this is ad-
dressed can one debate whether a machine could acquire such intelligence. 
This has, until now, mainly been a technological debate. 

5. Artificial intelligence – the state of affairs

It is commonly understood that the debate on artificial intelligence via 
technology began after the Second World War (Warnick 2004). One of its 
main points of reference is the Turing Test, devised by the known math-
ematician. This test postulates that if there is a person in one room and 
a computer in another and an observer, upon conversing with both but 
without seeing either, cannot decide who the person is and who the com-
puter, the computer must be understood to be intelligent (Turing 1950). 
As one may expect, this argument has been strongly criticised, for exam-
ple by Searle (1980), who countered the Turing test with his Chinese room 
argument. This gives the example that if an English-speaking person in 
a room is given sets of cards with Chinese symbols (one with questions, 
the other with answers) and English instructions for correlating these, 
when posed questions in Chinese it would seem as if s/he understood Chi-
nese. In reality, s/he is only following instructions and relating pre-set 
answers to a number of questions. The Turing test would therefore fail 
as a sufficient criterion for AI, as its conditions could be met while there 
is no real intelligence, like the person in Searle’s example does not really 
speak Chinese. 
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To clarify what precisely is missing in the Turing Test criterion, Searle 
makes a distinction between ‘strong AI’ and ‘narrow AI’ (1980), which has 
since dominated the debate on the subject (see e.g. Warnick 2004) and is 
also reflected in Chalmers’ ‘easy’ and ‘hard’ questions around the nature 
of consciousness (1995). The difference between the two is that narrow, 
or weak, AI refers to the extent to which computers can perform tasks for 
which human beings need some intelligence, such as playing chess (and 
doing it well, as Deep Blue’s 1997 defeat of Kasparov suggests), perform-
ing calculations or retrieving information. To Searle, it is uncontroversial 
that this has been achieved and, as inhabitants of the 21st century, we can 
witness its ubiquity in smartphone-embedded speech assistants, in tai-
lored advertising based on ‘cookies’ and face recognition. 

Strong AI, on the other hand, refers to the extent to which a ma-
chine-based entity has an understanding of the procedures it is execut-
ing. A computer can be programmed to perform operations, and some of 
these may seem similar to operations of the human mind, but from the 
point of view of strong AI, this is not intelligent behaviour as the comput-
er is not aware of this. That is, the computer does not have a phenome-
nal internal world or ‘qualia’. These problems in recreating consciousness 
arise because it is not known how physiological processes are related to 
internal representations or subjective experience, which is known as the 
‘binding problem’. 

6. Intelligence and consciousness

Because of the problems encountered in AI in the late 1980s, including the 
binding problem, this research agenda is thought to have experienced a cri-
sis. This was characterised by the realisation that we cannot essentially un-
derstand intelligence apart from consciousness, which led to the emergence 
of Consciousness Studies in the 1990s, mainly under the leadership of Da-
vid Chalmers. AI is still one of the most important subjects of Conscious-
ness Studies, but its main question has since arguably been rephrased from 
‘can a machine exhibit intelligent behaviour’ to ‘can a machine be intelli-
gent?’ In this, it would be hard not to see intelligence as awareness. 
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The dream of AI and the initial optimism in the discipline (Searle 
1991) reveal an underlying notion of what intelligence and the mind are: 
the mind in AI is, essentially, the brain; and intelligence or conscious 
perception (often used interchangeably in this debate6) the product of 
this mind. Or, as Dembski noted (2001, in Warnick 2004, 165): “whereas 
the goal of neuroscience is to reduce intelligent agency to neurophysiol-
ogy, the goal of AI is to reduce it to computation”. The almost inevita-
ble consequence of this line of thought is the idea that the brain is a so-
phisticated machine and the rhetoric that compares mind with hardware 
and thoughts with software (Searle 1991), frequent. Even though such 
rhetoric suggests that we have an understanding of what AI is or how it 
might work, Chalmers objected that, for all the sophistication involved 
in responses rooted in neuroscience, they do not respond to essential 
questions that AI raises. Saying that awareness consists of “35–75 hertz 
neural oscillations in the cerebral cortex” (Chalmers 1995, 204) do not 
explain how they instil perception as: “The really hard problem of con-
sciousness is the problem of experience. When we think and perceive, 
there is a whir of information-processing, but there is also a subjective 
aspect” (id., 201). The description, in summary, is not an explanation.

The question implicit in Chalmers hard problem refers to a very old 
problem in philosophy: the mind-body problem (Searle 1991). This is the 
question how universals (abstract and mind-related entities) relate to 
particulars (concrete and possibly bodily instances), without which, as 
Rorty said, we would not have had our 2,500 years’ history of philoso-
phy (1980). In this case, the question is how something mechanical and 
technological can be connected with subjective mental impressions and 
awareness and, thus, consciousness and, ultimately, intelligence. There-
fore by trying to explain consciousness, a pursuit that arose to an extent 
from the AI-programme, in turn engendered by the successes of technol-
ogy in the second half of last century, Chalmers cum suis returned, almost 
circularly, to the great questions of philosophy. Maybe this is not surpris-

6 In itself, this equation may not be without merit, but for Schopenhauer (1819/1996), 
for example, they are different and referred to as ‘Verstand’ (perception) and ‘Vernunft’ 
(intelligence). 
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ing as even one of most ardent advocates of strong AI, Kurzweil, argued 
that to understand consciousness “there is a critical role for philosophy, 
which we sometimes call religion” (2001, in Warnick 2004). 

In the meantime, even to date, there seems to be a consensus that we 
have not come closer to strong AI. As Reggia (2013) concluded in an ex-
tensive review: “no existing approach to artificial consciousness has pre-
sented a compelling demonstration of phenomenal machine conscious-
ness, or even clear evidence that artificial phenomenal consciousness will 
eventually be possible.” Graziano and Kastner (2011) argued that while 
all the approaches to explaining consciousness that they discussed rec-
ognise that “the content of consciousness includes a great complexity of 
interlinked information … none … explain how it is that we become aware 
of that information.” Finally, Fjelland (2020) noted that “although devel-
opment of artificial intelligence for specific purposes (ANI) has been im-
pressive, we have not come much closer to developing artificial general 
intelligence (AGI).” 

7. The concept of intelligence

If the question of intelligence leads to the question of consciousness, and 
that to the mind-body problem, then it seems crucial to ask: what is intel-
ligence? Only once we will have established this, after all, can we devise 
criteria for machines to test whether they are, in fact, intelligent. In this 
regard it is surprising that the advocates of Consciousness Studies have 
not turned to the educational sciences, in spite of regular references to 
learning in the AI discourse, for example in relation to DeepMind, which 
was made to ‘learn’ how to diagnose kidney disease, which has largely 
been considered to have failed (Marcus 2019): 

[It] has been putting most of its eggs in one basket, a  technique known as 
deep reinforcement learning. … In some ways, deep reinforcement learning is 
a kind of turbocharged memorization; systems that use it are capable of awe-
some feats, but they have only a shallow understanding of what they are do-
ing. As a consequence, current systems lack flexibility, and thus are unable to 
compensate if the world changes, sometimes even in tiny ways. 
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One of the main sources for understanding intelligence in education de-
rives from a taxonomy of educational objectives by Bloom et al. Rather 
than giving a definition of intelligence, it identified a set of learning tasks 
that range from simple, lower order tasks (memorisation and reproduc-
tion) via intermediate level tasks (application) to complex tasks, such as 
analysis. This betrays a hierarchical structure as the complex tasks are 
considered more difficult (1971) and thus, by implication, more indicative 
of intelligence. Bloom’s taxonomy, as this framework came to be known, 
identified three domains of learning: the cognitive, affective and psycho-
motor skills, related to the coordination of bodily movements. 

This system, like any other, has not proved beyond criticism. Howard 
Gardner argued that the notion of intelligence in education was too nar-
rowly defined, as the stress was often on cognitive intelligence. This was 
certainly true of Bloom’s taxonomy: the cognitive domain was by far the 
most elaborate, and the third volume of the taxonomy, related to psycho-
motor skills, was never published. Gardner stated that there are many 
more ways in which people can generally be considered to be ‘capable’ 
and ‘intelligent’ (1993). He identified multiple intelligences, including the 
rhythmical-musical, visio-spatial and interpersonal. The idea that intelli-
gence is not a monolithic concept was taken further by others, to the ex-
tent that socio-emotional learning (SEL) is now widely considered an im-
portant agenda. It can also be interpreted as a response to the allegedly 
narrow definition of IQ as a measure of intelligence. Already in 1996, the 
American Psychological Association (APA) conceded that “standardized 
tests do not sample all forms of intelligence,” such as “creativity, wisdom” 
and “practical sense.”

The almost intrinsic controversy around the subject of intelligence was 
illustrated, some 10 years ago, by the scandal around revelations that Wat-
son, co-discoverer of the human DNA-structure (the ‘double helix’), had 
said that intelligence varies with ethnic background (Hunt-Grubbe 2007). 
Controversially, similar statements had been made earlier in a declaration 
of a conglomerate of intelligence researchers in the Wall Street Journal 
(Arvey et al. 1994). What statements such as these lacked, is a clear idea of 
what intelligence is. While the signatories of the declaration, and Watson, 



 MORITZ ERNST MARIA BILAGHER

168  10(1) /2022

relied on IQ as measure of intelligence, they also admitted that the con-
cept of intelligence stands for “a very general mental capability” that “in-
volves the ability to reason, plan, solve problems, think abstractly”, and so 
on, for a full paragraph. The multiplicity of things that intelligence stands 
for in this definition does not support its credibility. It seems plausible, as 
the group further states, that intelligence “reflects a broader and deeper 
capability for comprehending our surroundings” but, if nothing else, this 
approximation of a definition can hardly be a criterion that can help us es-
tablish the possibility of strong AI.

Encouraged by the re-emergence of philosophical questions in the 
thinking around AI, for a definitive answer to the question what generic 
intelligence7 is, I believe we have to turn to Plato. Plato said, in the Repub-
lic, that the characteristic of a real philosopher is that s/he has the ability 
to see unity in manifoldness (370 BCE/1995b). This sentence sums up the 
essence of intelligence: the ability to discover patterns, see trends, estab-
lish links. It rests, essentially, on the operation of analysis (disassembly of 
things, objects or concepts in component parts). This, along with synthesis 
(assembly of things; constructing objects or concepts from their compo-
nent parts) is probably by no coincidence one of the operations Bloom et 
al. identified as higher order thinking skills. As secular as this may seem, 
for Plato, this idea was firmly religious. This can be recognised in that 
what led Plato to his claim is that there exist two realities: one of sensory 
perception, or empirical reality, which is illusory, deceptive and manifold; 
and a real world that is conceptual, abstract, hidden from sensory percep-
tion and united. According to Plato, what distinguishes the philosopher is 
the ability to recognise this second world (unity) in the first one (sensory 
perception). In a world of events that can seem chaotic, the philosopher 
sees regularities, laws and meaning.

7 I do not intend here to invalidate Gardner’s idea that there are multiple intelligences, 
and so this idea of generic intelligence overarches, but does not replace other ‘intelli-
gences’. 
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8. The fundamental problem

However, there is more to Plato’s idea. As said, for Plato, the conceptual 
world is the real world. This is the world that intelligent minds, or philos-
ophers, have access to. By saying this, Plato indicated that the empirical, 
physical world is only a product (or reflection) of this, as he illustrated with 
his allegory of the cave. Therefore, what is real to Plato is what is mental, the 
products of abstraction, not what is tangible, physical and material. Moreo-
ver, for Plato, the tangible derives from the abstract. Without the concept 
of a cat,8 one could say there would not be actual cats as there would not be 
objects that could be recognised as cats. Thus, the material world emanates 
from the conceptual, abstract and immaterial world rather than vice versa. 
This reflects an essentially idealist position and, in that sense, Plato’s ontol-
ogy varies intrinsically from contemporary philosophical discourse, adopt-
ed in AI, which takes materialism (realism) to be the valid position. And it is 
on this, in my view, mistaken, assumption that the debate around artificial 
intelligence hinges. The idea that AI is possible is based on the notion that 
materialism is valid or, as Aydede and Güzeldere (2000, 264) stated: “for the 
project of AI to have any hopes of accomplishing its grand goal, it has to rely 
on an entirely materialist framework.” 

Reggia (2013) argued that artificial consciousness investigators tend 
to dismiss the idealist perspective “because it leads to solipsism (the be-
lief that only one’s own mind is certain to exist), and because viewing the 
physical world as essentially ‘a dream’ makes the scientific study of ide-
alism very problematic.” One example of such an investigator is Argonov 
(2014), who argued that for the mind–body problem, philosophy has “two 
basic alternatives: … ‘materialism’ … and ‘(substance) dualism’.” The pos-
sibility that idealism might be a correct ontology is simply not considered. 
There exists, however, no philosophical evidence for the assumption that 
idealism should lead to solipsism. For example, psychoanalysis provides 
a framework where the mind is collective rather than individual. 

8 Bertrand Russell illustrated Plato’s theory with the example of a  cat in his History 
of Western philosophy (1945/2007). 
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The hopes of AI are thus based on the following image: if it were pos-
sible to create networks like that of the brain, replacing the biological el-
ements with inorganic ones, it might be possible to recreate the buzz or 
algorithm or oscillations that we associate with consciousness (Warnick 
2004; Searle 1991). However, even if this were a valid idea, what the ex-
ponents of AI still fail to do is explain how this would work – again, a de-
scription is not an explanation (even the occasional statement that the 
existence of the brain is evidence for the possibility of strong AI is in-
correct, as it is not artificial). My contention is that such an explanation 
is intrinsically impossible, because the materialist position is incorrect. 
Some exponents of Consciousness Studies and AI seem to think in the 
‘wrong direction’: they axiomatically take concrete reality as their start-
ing point and, as a consequence, abstract reality, as its corollary. In real-
ity, though, without awareness of that material world, the material world 
itself would not exist. It is only via awareness that sensory data are per-
ceived, as Jung observed, and it are sensory data via which images and 
general impressions of the world are constructed (1982). Trying to recon-
struct an abstract world from concrete objects is an inherent impossibil-
ity because it is an inversion of the order of things. 

9. The thinking of machines

It may be useful to emphasise that the position outlined above indicates 
that Plato’s notion, that the world of unity precedes that of sensory per-
ception, is true in more than only a metaphorical sense. If we agree that 
reality starts to take shape through the lens of concepts by which we or-
der our sensory impressions, and thus what we see in them is greater, the 
more we have a grasp of such concepts, we can say that intelligence cre-
ates reality. By way of allegory, we can illustrate the difference from com-
puter thinking implicit in this, as follows: images in computing are nor-
mally built up of pixels. If a computer ‘sees’ an image, it starts to read the 
picture as it were from the ‘bottom up’, starting with single pixels and 
inferring from these the existence of an image construed by a multitude 
of pixels. Human intelligence works exactly the other way around: when 
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shown an image, the human mind will first see the whole image, as noted 
in Gestalt psychology, and only then decompose the image in its constit-
uent parts (analyse it). The direction of thinking of machines and human 
beings is therefore inherently at variance. Computers take bits as their 
starting points, and think ‘upwards’ through bytes and kilobytes and so 
their perception is intrinsically synthetic. Human minds, on the other 
hand, are intrinsically analytical. The big picture (or concept) comes first, 
and the constituent parts of it (instances, e.g. objects) later. 

Given this state of affairs, it seems inherently impossible to create com-
puters9 that have the same thinking direction as human beings, and thus 
to recreate intelligence artificially (AI). Engineers have created a range of 
computing devices, with great variance in size, function and mobility and 
the resources – software – they have created have certainly opened up 
new worlds. But what these really tell the story of is the power of the hu-
man imagination, intelligence and creativity. Surely, many applications 
have more than only automated existing processes (the Internet is prob-
ably the clearest example of a conceptual innovation), as they have created 
the necessary preconditions for a new imagination to emerge. The absence 
of limits to possibilities in software engineering, brought about by an en-
tirely new reality, the virtual one, has invoked ideas that might never have 
seen the light of day if computers had never existed. But the final dream, 
that of recreating creativity itself, must by necessity remain elusive. 

Yet, in a way, this quest is reminiscent of an earlier search for the tree 
of life: Jung noted that the medieval alchemists, trying to discover the 
philosopher’s stone that would turn metal into gold, did not find this ac-
tual stone, but did in fact find it after all: through the learning process in-
volved in the trial and error of their alchemical science, they themselves 
became wise. They, in a way, created themselves through their learning; 

9 At the time of writing this essay, new computer concepts are being developed, such as 
quantum-, chemical and even biological computers. I can not exclude that they will 
have different operating principles from present-day computers, but the question is to 
what extent they would then still be computers. I therefore stick with the definition 
by Searle (1991, 30) who emphasised that “[i]t is essential to our conception of a digital 
computer that its operations can be specified purely formally.”
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similarly, the search for AI can be perceived as a way of self-creation; the 
quest for AI as an alibi for the creation of the scientists’ own intelligences. 

Conclusion: The design of the mind

Although we have indicated that the human, intelligent mind is by defi-
nition different from that of a computer, which is due to the different di-
rections of thinking, we have not yet indicated why this is so. And here we 
arrive at the heart of this argument. If we accept the thesis that intelli-
gence equates fundamentally to the ability to see unity (patterns) in man-
ifoldness (instances), and is therefore fundamentally analytical, then we 
assume that its nature is fundamentally deductive. This induction– de-
duction tension runs in part parallel to the concrete–abstract dichotomy; 
the human mind is deductive in that its basic direction is not from matter 
to theories to explain that matter. It already has some basic patterns in-
grained, which Kant called a priori knowledge (1781/1990, 2). For exam-
ple, we do not find concepts such as association, taxonomy or difference 
in the natural world. These originate in the human mind. When we per-
ceive the natural world, we do so with our minds, and therefore perceive it 
from a position in which these ordering principles are already inherent – 
we go from the abstract to the concrete and specific. 

Furthermore, in contradiction with the conception that idealism 
should lead to solipsism, the concepts with which we approach the nat-
ural world refer to a realm that is not individual but shared. We refer to 
these concepts as universals, not only because they are ideal and there-
fore unchangeable (as opposed to objects in material reality, which are 
subject to empirical laws of change), and may even be applicable indepen-
dently of time and place, but also because they are universally human. 
Whereas interpretation, opinion, values and so on can differ by culture 
and even by individual, universal concepts do not change from person to 
person. So here we encounter a paradox: if we know that universals come 
from an ideal world, and if we assume that they are non-specific, then it 
seems as if they come from a realm we associate with religious dimen-
sions: a timeless (eternal) and placeless (omnipresent) world; a Mind that 
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is the pre-human archetype of all minds. If this vocabulary is reminiscent 
of psychoanalysis, then that is not a coincidence: the concept of mind in 
the discourse of computation, and AI in particular, seems strikingly simi-
lar to that attributed to the philosophers by Freud. Freud alleged that for 
philosophers, the psyche coincides with the contents of consciousness, 
while psychoanalysis argues that it is basically unconscious (1991). 

If it were true that we derived our concepts from a pre-empirical space 
that is in fact not a space, and if we could identify this with Plato’s uni-
ty that lies behind the empirical world of (manifold) sensory perception, 
then it seems plausible that humanity’s intelligence depends on the ex-
tent to which s/he participates in this Mind. That is to say, our intelli-
gence, which is the ability to see unity in manifoldness, derives from the 
fact that, behind the scenes of conscious perception, we are, as it were, 
part of that unity. As conscious beings, naturally, we experience our-
selves as individuals; however, through our minds, in an ideal world, we 
participate in a unity that, again through our minds, permeates physical 
reality. From this perspective, the etymology of the word religion is un-
surprising: its root is religere, which in Latin means to bond, to ‘re-unite’. 
By engaging in religion, as individuals in a world of sensory perception, 
we re-establish our link with a reality behind this one and, as a conse-
quence, with one another. 

The direction of thinking of human beings, therefore, goes by defini-
tion from that which is beyond our individuality, this Mind or Absolute 
Mind as Von Baader calls it (1851; in Jung, 1950), to the world. It starts 
with concepts, and applies these to specific observations, which it then 
perceives, classifies and evaluates. It goes from ‘up’ (the heavens that rep-
resent metaphysics) to ‘down’ (the earth that symbolises the world of the 
tangible). Machines, which are built from elements of that physical world, 
can by definition only think in the other direction, hopefully applying 
some ideas from elementary building blocks. It is because they are not part 
of a Mind that they can, by definition, not become intelligent. That is to 
say, their processing power can enormously increase, according to Moore’s 
Law, and this can certainly enhance their synthetic capacity, but they can-
not operate analytically: they can only exist in time, not in timelessness. 
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This leaves us with the question of whether this is a problem. The an-
swer is, probably, no. The human imagination is quite powerful as it can 
imagine something inside a machine, even if it does not exist; but to en-
counter intelligence we will still have to look at one another; and fortu-
nately so, I might add. 

Note

The original version of this article won the 2008 GD & MC Harris Prize for 
best essay on computing and religion, Kellogg College, University of Ox-
ford. It has since been updated to reflect a current state of affairs. 
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