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Abstrakt

Whprowadzenie: Bole glowy mozemy podzieli¢ na pierwotne i wtorne. Do pierwotnych naleza:
migrena, napieciowy bol gtowy oraz klasterowy bol gtowy - trojdzielno-autonomiczny. Wtorne
bole glowy sa objawem innych chordb, czesto zagrazajacych zyciu, na przyktad choréb
naczyniowych mozgu. W diagnostyce coraz czg$ciej pomocna lekarzom jest sztuczna
inteligencja (Al), ktora dzieki zastosowaniu uczenia maszynowego jest w stanie samodzielnie

rozpozna¢, a nawet sklasyfikowac bole glowy.

Cel pracy: Przeglad literatury naukowej i podsumowanie obecnych mozliwosci uczenia

maszynowego w diagnostyce bolow glowy.

Materiaty 1 metody: Dokonano przegladu literatury dostepnej w bazach PubMed i Google
Scholar. Uzywano nastepujacych stow kluczowych: "Machine learning headache”, "Machine
learning headache diagnosis”, "Artificial intelligence and headache”. Wybrane artykuty

znajduja si¢ w przedziale czasowym 2020-2025.

Wyniki: Uczenie maszynowe (ML) najczgsciej wykorzystywane jest w klasyfikacji bolow
glowy z uzyciem dokumentacji medycznej pacjenta lub badan obrazowych z doktadno$cia
nawet do 90%. Na podstawie funkcjonalnego rezonansu magnetycznego (fMRI) mozliwe jest
rozpoznawanie pierwotnych boléw gltowy 1 ich klasyfikowanie. Dodatkowo dzigki Al osoby,

ktore nie specjalizujg si¢ w bolach glowy, mogg tatwiej diagnozowac i leczy¢ pacjentow
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cierpigcych na t¢ chorobe. Al umozliwia takze przewidywanie wystgpienia bolu glowy i

odrdznianie bolow pierwotnych gtowy od wtornych.

Whioski: Rozwo6] uczenia maszynowego w zakresie diagnostyki bolow glowy wymaga
prowadzenia dodatkowych badan i zgromadzenia wigkszej ilo$ci danych oraz ich weryfikacji

w praktyce klinicznej.

Stowa kluczowe: bdl glowy pierwotny, bol glowy wtdrny, uczenie maszynowe, Sztuczna
inteligencja, funkcjonalny rezonans magnetyczny, migrena, klasyfikacja migreny, klasyfikacja

bolow glowy

Abstract

Introduction: Headaches can be divided into primary and secondary types. Primary headaches
include migraine, tension-type headache, and cluster headache - trigeminal-autonomic
cephalalgia. Secondary headaches are symptoms of other illnesses, often life-threatening, such
as cerebrovascular diseases. In diagnosis, artificial intelligence (Al) is increasingly helpful to
physicians, as it can independently recognize and even classify headaches using machine

learning.

Research objective: Review of scientific literature and summary of current machine learning

capabilities in headache diagnosis.

Materials and Methods: A literature review was conducted using PubMed and Google Scholar
databases. The following keywords were used: "Machine learning headache”, "Machine
learning headache diagnosis", "Artificial intelligence and headache". Selected articles are in the
time frame of 2020-2025.



Results: Machine learning (ML) is most often used in classifying headaches using a patient's
medical records or imaging tests with an accuracy of up to 90%. Based on functional magnetic
resonance imaging (fMRI), it is possible to identify primary headaches and classify them.
Additionally, thanks to Al, people who do not specialize in headaches can more easily diagnose
and treat patients suffering from this disease. Al also enables predicting the occurrence of a
headache and distinguishing between primary and secondary headaches.

Conclusions: The development of machine learning in the field of headache diagnosis requires
additional research, gathering more data, and verifying it in clinical practice.

Keywords: primary headache, secondary headache, machine learning, artificial intelligence,
functional magnetic resonance imaging, migraine, migraine classification, headache

classification

Wprowadzenie

Bole gltowy, szczegolnie te o charakterze przewlektym, s3 jednym z najczestszych schorzen
neurologicznych, ktore znaczaco obnizajg jako$¢ zycia pacjentow na catym $wiecie.
Diagnostyka tych dolegliwos$ci, obejmujaca rozne typy bolow glowy, takie jak migrena, bole
glowy typu napieciowego czy klasterowe bole glowy, bywa wyzwaniem nawet dla
doswiadczonych specjalistéw. Tradycyjne metody oceny, opierajace si¢ na wywiadzie
lekarskim 1 podstawowych technikach obrazowania, czesto nie sg wystarczajaco precyzyjne,
by umozliwi¢ skuteczne roznicowanie i1 leczenie. W zwigzku z tym nowoczesne technologie,

takie jak uczenie maszynowe, otwieraja nowe mozliwosci diagnostyczne i terapeutyczne.

Uczenie maszynowe, bedace czescig sztucznej inteligencji, oferuje zaawansowane narzgdzia

analizy danych, ktére moga znaczaco usprawni¢ proces diagnozowania bolow glowy.



Algorytmy te, poprzez analiz¢ zbiorow danych pochodzacych z réznych zrddet, takich jak np.
funkcjonalny rezonans magnetyczny (fMRI), elektroencefalografia (EEG), kwestionariusze
kliniczne oraz urzadzenia noszone na ciele, potrafia rozpoznawa¢ wzorce, ktére sg
charakterystyczne dla roznych schorzen (1-10, 14-17, 20, 21). Umozliwia to automatyczne
rozréznianie réznych typoéw bolow glowy, przewidywanie wystapienia atakdw migreny oraz

lepsze zrozumienie mechanizmow neurofizjologicznych lezacych u podstaw tych dolegliwosci.

Wyniki
1. Metody obrazowania mézgu w diagnostyce bolow glowy

1.1. Funkcjonalny rezonans magnetyczny (fMRI) — podstawy technologii

FMRI stuzy do diagnozowania choréb poprzez znajdowanie zmian funkcjonalnych zanim
spowodujag one patologiczne zmiany wykrywalne tradycyjnymi metodami rezonansu
magnetycznego (MRI). Do metod fMRI zaliczamy: obrazowanie dyfuzyjne, obrazowanie
tensora dyfuzji, obrazowanie perfuzyjne, spektroskopi¢ rezonansu magnetycznego i techniki
lokalizacji funkcji kory mozgowej (gldwnie wykorzystujace efekty zalezne od poziomu tlenu
we krwi (BOLD)). Metoda BOLD-fMRI stuzy do obrazowania metabolizmu i aktywno$ci

mozgu, a takze zmian w lokalnym krazeniu krwi w mozgu. (11,12)

1.2. Zastosowanie fMRI w diagnostyce pierwotnych bolow glowy

1.2.1. Diagnostyka migreny

W migrenie dochodzi do aktywacji i uwrazliwienia szlaku bolu tréjdzielno-naczyniowego.
Dowiedziono, ze w ciaggu 48 godzin przed pojawieniem si¢ bolu gtowy dochodzi do aktywacji
podwzgorza, dzigki czemu moze by¢ to uznane za potencjalny zwiastun wystgpienia migreny.

(13)

Z danych fMRI w czasie spoczynku (rs-fMRI) u pacjentow z migreng zostaty wyodrebnione
nastgpujace cechy: amplituda fluktuacji niskiej czestotliwosci, jednorodno$é regionalna oraz
sifa regionalnej tacznosci funkcjonalnej. (14) Nastepnie zostaly one zmapowane na obrazy

funkcjonalne 1 zostato zastosowane podejscie glebokiego uczenia oparte na glgbokiej sieci



konwolucyjnej (CNN). Na podstawie powyzszych danych sie¢ CNN potrafita odréznic¢
pacjentéw z migreng od zdrowych pacjentéw oraz wyodrebni¢ dwa podtypy migreny (z aurg i
bez aury) z dokladno$cig ponad 90%. Sie¢ CNN oparta na Inception osiggneta najwyzszy
wskaznik rozpoznawania wynoszacy 99,25% z obszarem pod krzywa (AUC) wynoszacym 0,99
przy rozréznianiu zdrowych pacjentdow i pacjentow z migreng. (1) Doktadnos¢ klasyfikacji
pacjentdw z migreng przy uzyciu klasyfikatorow sieci neuronowych (NN) i maszyny wektoréw

nos$nych (SVM) wynosita odpowiednio 92,86% i 87%. (15)
1.2.2. Diagnostyka bolu glowy typu napieciowego

Zgodnie ze spoczynkowa tacznos$cig funkcjonalng (rs-FC) migdzy lewym ciatem
migdalowatym a obustronnym ciatem modzelowatym/klinem, AUC, czuto$¢ 1 swoistos¢ w
odrdznianiu migreny od bolu glowy typu napigciowego (TTH) wynosity 0,822, 78,3% 1 81,8%;
miedzy lewym ciatem migdatowatym a lewym zakr¢tem Heschla, AUC, czuto$¢ i swoistos¢ w
odréznianiu migreny od TTH wynosity 0,868, 82,6% 1 81,8%; miedzy lewym ciatem
migdalowatym a prawym zakretem Heschla, AUC, czutos$¢ i swoisto§¢ w odrdznianiu migreny
od napadowego bolu glowy wyniosty odpowiednio 0,830, 78,3% i 86,4%. (16) Nalezy jednak

podkresli¢, ze liczba badan oraz wielkos$¢ proby byta ograniczona. (1)
1.2.3. Diagnostyka klasterowego bolu gtowy

Zgromadzono dane kliniczne oraz MRI o charakterze funkcjonalnym i strukturalnym od osob
z migrena, klasterowymi bdlami glowy oraz zdrowych osob kontrolnych. Zastosowano
algorytmy analizujace niezalezne sktadniki oraz SVM do analizy klasyfikacyjnej, co pozwolito,
przy uzyciu nadzorowanego uczenia maszynowego i multimodalnego obrazowania, na
osiggnigcie 89% doktadnosci w odrdznianiu osoéb z migreng od grupy kontrolnej oraz 98%
skutecznosci w rozréznianiu klasterowych bolow glowy od grupy kontrolnej. Skutecznosé¢
klasyfikacji miedzy pacjentami z migreng a klasterowymi bolami glowy wyniosta 99%, dzigki
potaczonemu modelowi klasyfikacji MRI. Dwustronne sieci funkcjonalne podwzgorza oraz
istoty szarej okotowodociggowej (PAG) okazaty si¢ kluczowe w klasyfikacji miedzy
migrenami a klasterowymi bélami glowy wzgledem grupy kontrolnej. Badanie wykazato, ze
osoby z klasterowymi bolami glowy, w przeciwienstwie do pacjentow migrenowych,

charakteryzowaly si¢ obnizong taczno$cig funkcjonalng pomigdzy lewym wzgoérzem a



obszarami korowymi odpowiadajacymi za interocepcj¢ i integracj¢ sensoryczng, co bylo

najistotniejszg cechg roznicujaca w fMRI. (17)

Wilaczenie metod uczenia maszynowego, takich jak SVM i CNN, znaczgco poprawia
doktadno$¢ klasyfikacji, co sugeruje przyszty kierunek badan nad inteligentnymi narzedziami

wspierajacymi diagnostyke bolow glowy.

2. Réznicowanie specyficznych typow bolow glowy

2.1. Odroéznianie migreny od bélu glowy pourazowego

Bol glowy pourazowy 1 migrena czg¢sto objawiaja si¢ podobnie. (18,19) Aby utatwié
rozrdznianie tych dwdch jednostek chorobowych, opracowano modele klasyfikacyjne. Uzyto
do tego danych klinicznych, pomiaréw struktury mozgu oraz tacznosci funkcjonalnej (fc) za

pomoca MRI.

W badaniu wzigty udziatl 34 osoby z migreng 1 48 0so6b z przewlektym pourazowym bolem
glowy spowodowanym tagodnym uszkodzeniem mézgu. Model klasyfikacji oparty na danych
z kwestionariusza klinicznego, cechach obrazowania strukturalnego i cechach lacznosci
funkcjonalnej moze odr6zni¢ osoby z przewleklym pourazowym bodlem glowy od oséb z
migreng z doktadno$cig 87,8%. Dzigki uwzglednieniu danych tacznosci funkcjonalnej model
zwiekszyt swoja doktadnos¢ z 78%. (2) Stworzony model oparty na kombinacji danych
klinicznych, strukturalnych oraz funkcjonalnych osiagnat wysoka doktadnos¢, co wskazuje na
jego potencjat w odroznianiu tych dwodch jednostek chorobowych i wspomaganiu decyzji
klinicznych. Niezbedne sg dalsze badania na wigkszych prdbach, aby potwierdzi¢ jego

skutecznos¢ 1 zwiekszy¢ wiarygodno$¢ zastosowan klinicznych.

3. Algorytmy uczenia maszynowego w klasyfikacji migreny

Algorytmy uczenia maszynowego sa bardzo przydatne w zadaniach, takich jak: klasyfikacja
tekstu, rozpoznawanie mowy oraz wiele automatycznych klasyfikacji i przewidywan zaburzen
zdrowotnych. Zbadano, jak rézne algorytmy uczenia maszynowego radza sobie z klasyfikacja

migren. Wykorzystano algorytmy takie jak: maszyny wektorow nosnych, K-najblizszych



sasiadow, lasu losowego, drzewa decyzyjnego oraz giebokiej sieci neuronowej. Modele te byty
trenowane na publicznie dostgpnych danych oraz na rozszerzonych danych. Najwyzsza
doktadnos$¢ - 99,66% osiagnal model DNN pracujacy na rozszerzonych danych. (4) Podkresla

to potencjat, jaki ma uczenie maszynowe w klasyfikacji migreny.

4. Wsparcie diagnostyczne dla lekarzy niebedacych specjalistami

4.1. Rozwoj modelu diagnostycznego Al

Przeprowadzono badanie sktadajgce si¢ zdwoch faz. W fazie 1 stworzono model diagnostyczny
Al oparty na retrospektywnym badaniu 4000 pacjentéw, z czego 2800 stanowily zestawy
danych szkoleniowych, a 1200 testowych. Pacjenci byli zdiagnozowani przez czterech
specjalistow od bolow gtowy. Model stworzono przy uzyciu zestawow danych kwestionariusza
2800 pacjentdéw z wstepnym przetwarzaniem, dostrajaniem hiperparametrow i walidacja
krzyzowa. Kolejnym krokiem byto testowanie jego wydajnosci przy uzyciu zestawu danych

testowych 1200 chorych, ktory nie byt przetwarzany w produkcji modelu.

W fazie 2 byta sprawdzana skutecznos¢ modelu na podstawie danych 50 nowych pacjentow.
Na poczatku 5 niespecjalizujacych sie¢ w bolach glowy lekarzy samodzielnie zdiagnozowato
bole glowy u 50 pacjentéw, a podzniej ponownie je diagnozowato za pomocg Al. Prawda
podstawowa byla diagnoza postawiona przez 4 osoby specjalizujace si¢ w zakresie bolow

glowy.

4.2. Ocena skutecznosci modelu

Kolejnym krokiem byta ocena zgodnosci diagnoz specjalistow i niespecjalistéw z pomocg Al
oraz bez Al. Wartosci kappa interpretowano przy uzyciu zalecen Cohena jako ,,brak zgodnosci"

dla kappa <0, ,,brak lub niewielka zgodnos$¢" dla kappa = 0,01-0,20, ,,dobra zgodnos¢" dla



kappa = 0,21-0,40, ,,umiarkowana zgodno$¢" dla kappa = 0,41-0,60, ,,znaczna zgodnos¢" dla
kappa = 0,61-0,80 i ,,prawie idealna zgodnos¢" dla kappa = 0,81-1,00.

Zgodnos$¢ diagnostyczna przy uzyciu wspdlczynnika kappa Cohena miedzy 5 lekarzami
niebgdacymi specjalistami bez Al wahata si¢ od 0,023 do 0,362, co oznacza niewielka zgodno$¢.
Przy uzyciu Al wzrosta do 0,606-0,874, co sugeruje znaczng zgodno$¢. Wspodiczynnik kappa
miedzy Al a prawda podstawowg specjalistow wynosit 0,815. (5)

4.3. Walidacja zewnetrzna modelu

Wykorzystujac prospektywnie zebrane dane od 59 pacjentéw, model ten zostal zewngtrznie
zwalidowany. 56 pacjentow cierpiato na migreng lub bole glowy spowodowane naduzywaniem
lekow, a 3 osoby miaty béle glowy typu napieciowego. Nikt nie cierpiat na klasterowe ani inne
bole glowy. Osiagnigto wysoka wydajno$¢ diagnostyczng dla pacjentow z migreng oraz z
polekowym bdlem glowy. Czuto$¢, swoistos¢, precyzja 1 warto$ci F dla migreny wynosity
odpowiednio 98,21%, 66,67%, 98,21% 1 98,21%. Dokladnos¢ i kappa dla prawdy podstawowe;j
wynosity odpowiednio 94,92% i 0,65 (95%CI 0,21-1,00).

2 pacjentow Al zdiagnozowato inaczej niz specjalista od bolu glowy. Model ten ma bardzo
podobne mozliwosci diagnostyczne jak osoby specjalizujace si¢ w bolach gtowy, dzigki temu
moze by¢ przydatnym narzedziem diagnostycznym 1 moze rozwigza¢ problem
niezdiagnozowanych bolow glowy. Przykladowo pacjent za pomoca smartfona moglby zostaé
zdiagnozowany przez Al i1 zorientowac si¢, ze cierpi na migreng, dzigki czemu udatby si¢ do

lekarza zamiast probowac¢ samodzielnie nieskutecznie leczy¢ si¢ srodkami przeciwbolowymi.

(6)
5. Elektroencefalografia (EEG) w diagnostyce migreny

Przeprowadzono badanie sprawdzajace, czy przy uzyciu uczenia maszynowego i
elektroencefalogramu (EEG) mozna rozrézni¢ pacjentéw z przewlekta migreng od zdrowych
0sob kontrolnych. W badaniu wzi¢to udziat 80 osob: 40 z nich cierpiato na przewlekta migrene,
a 40 stanowily zdrowe osoby kontrolne. Rejestrowano wywotang aktywnos¢ EEG podczas

niebolesnej, bolesnej 1 powtarzajacej si¢ bolesnej stymulacji elektryczne;.

10



Wywotane oscylacje somatosensoryczne dominowaty w pasmie alfa. U pacjentow z przewlekta
migreng zauwazono dtuzszg latencje (bezbolesne i powtarzajace si¢ bolesne) i zwickszong moc

(bezbolesne 1 powtarzajace si¢ bolesne). U zdrowych oséb kontrolnych wystapity wzrosty alfa.

Zauwazono takze, ze u zdrowych oséb kontrolnych wystepowato przyzwyczajenie do mocy
bodzcow bolowych 1 modulacja czestotliwosci. Natomiast u osoéb z przewlekta migreng tego
nie zaobserwowano. (7) Uwidocznito to zaburzenia przetwarzania bolu u 0s6b z migreng, na
podstawie ktorych modele AI z wysoka skuteczno$cia mogg réznicowaé pacjentow z

przewlekta migreng od zdrowych o0séb kontrolnych.
6. Przewidywanie wystgpienia bolu gtowy

6.1. Zrodia danych predykcyjnych

Chociaz czynniki powodujace bole glowy od dawna przyciggaja uwage naukowcOw, w
ostatnich latach do ich przewidywania zaczeto stosowa¢ modele uczenia maszynowego.
Modele te bazujg na trzech gtownych grupach czynnikéw predykcyjnych: (I) dane raportowane
przez pacjentow, obejmujace migdzy innymi czynniki wyzwalajgce, stan bolu i objawy
ostrzegawcze; (I1) pomiary fizjologiczne rejestrowane przez urzadzenia noszone na ciele; oraz

(IIT) dane zewnegtrzne.

6.2. Modele predykcyjne oparte na danych z urzadzen noszonych

Wykazano, ze kombinacja danych z dziennika bolow glowy 1 informacji pochodzacych z
urzadzen noszonych na ciele pozwala na prognozowanie bolow glowy u 0sob cierpiacych na
migreng. Model predykcyjny zostal zbudowany na podstawie danych samodzielnie
zglaszanych przez pacjentdw, w tym objawOw ostrzegawczych oraz pomiarow temperatury
skory, zmiennosci rytmu serca 1 napigcia migsni szyi, ktore rejestrowano za pomoca urzadzenia
do biofeedbacku. Najlepszy uzyskany model osiggnat umiarkowang wartos¢ AUC wynoszaca
0,62. Cho¢ wydajnos¢ byta niska, pokazuje to realno$¢ zastosowania Al do prognozowania,

szczegblnie ze ocena przeprowadzona byta na niezaleznej grupie testowe;.

Dodatkowo, dwa inne badania wykazaly mozliwos¢ przewidywania atakow migreny na
podstawie danych z czujnikdw noszonych na ciele w uje¢ciu indywidualnym. Oba mialy jednak
ograniczenia, takie jak niewielka liczba uczestnikow i brak szerokiej walidacji zewnetrzne;.

(20,21) W pierwszym z nich wzi¢lo udziat siedem osob, osiggajac $rednig doktadnos¢ na
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poziomie 84,1% na osobg, ale jedynie 47,4% w przypadku ogdlnej doktadnos$ci niezaleznej od
uzytkownika. W drugim badaniu wziety udziat 2 osoby, uzyskujac wyniki F1 od 0,57 do 0,95

w 47-minutowym oknie czasowym. (3)

6.3. Modele uwzgledniajace czynniki Srodowiskowe

Z kolei japonskie badanie potaczyto dane z dziennika bolow glowy z informacjami
meteorologicznymi, tworzagc modele glebokiego uczenia do prognozowania bolow glowy.
Model ten, oceniany na niezaleznym zbiorze danych obejmujacym 2844 uzytkownikdw,

osiggnat warto$¢ R? na poziomie 0,537. (9)

Inne badanie zostato przeprowadzone na 18 pacjentach z migrena, ktorzy wpisywali dane do
dziennika bolu glowy 1 samodzielnie przeprowadzali biofeedback. Tworzac model
uwzgledniono 295 dni. Najlepszy okazal si¢ model lasu losowego, ktory osiagnat warto§¢ AUC
0,62. (10)

Uczenie maszynowe jest obiecujacym narzedziem w przewidywaniu bolow glowy, w tym
atakow migrenowych. Modele te potrafia analizowaé zlozone dane, co pozwala na
przewidywanie wystgpienia bolu z wyprzedzeniem. Cho¢ uzyskane modele wykazaly pewien
poziom skuteczno$ci, ich wydajno$¢ nie jest jeszcze na tyle wysoka, aby byly w pelni

niezawodne. To wskazuje na potrzebe dalszych badan i doskonalenia metod predykc;ji.

7. Roznicowanie bolow glowy pierwotnych 1 wtoérnych

W retrospektywnym badaniu wykorzystano dane z lat 1993-2021 pochodzace od 121 241
pacjentoéw, ktorzy zgtaszali si¢ z bolem glowy, aby opracowa¢ predykcyjny model oparty na
uczeniu maszynowym do rozrézniania boléw glowy pierwotnych 1 wtérnych. Model
predykcyjny ML zostal zbudowany przy uzyciu regresji logistycznej i lasu losowego,
analizujac dziesi¢¢ standardowych parametrow morfologii krwi, 19 wskaznikow utworzonych

z tych parametréw, a takze dane demograficzne i kliniczne pacjentow.

Wydajno$¢ modelu byta oceniana za pomoca krzyzowo zweryfikowanych metryk. Koncowy
model, zbudowany metoda lasu losowego, wykazat umiarkowang skuteczno$¢ (zrownowazona
doktadnos$¢: 0,7405). Czutos¢ 1 swoistos¢ wyniosty odpowiednio 58% 1 90%, przy wskazniku
falszywie ujemnych wynikow (bdle wtorne btednie przewidziane jako pierwotne) na poziomie

10% 1 wskazniku falszywie dodatnich wynikéw (bdle pierwotne btednie przewidziane jako
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wtorne) wynoszacym 42%. (8) Model ten, oparty na uczeniu maszynowym, moze by¢
przydatnym, oszcz¢dzajacym czas 1 zasoby narzedziem wspierajacym kliniczng oceng

pacjentow zglaszajacych si¢ z bolem glowy.

WhioskKi

Mozliwo$¢ wykorzystania uczenia maszynowego w diagnostyce bolow glowy jest obiecujaca
zarowno dla lekarzy, jak i dla catego systemu medycznego. Analiza danych z fMRI, EEG (7)
oraz wsparcie algorytméw sztucznej inteligencji pozwala lekarzom osigga¢ wyzsza doktadnos¢
diagnostyczna, szybciej réznicowaé rodzaje bolow glowy (2,17), a takze przewidywaé ich

wystepowanie.

Algorytmy CNN i SVM sa skuteczne w rozroznianiu réznych rodzajow bolu glowy (np.
migreny, bolu napigciowego i klasterowego) z wysoka doktadnoscig — nawet do 99%, co moze
zapobiec blednym diagnozom i skutkowaé bardziej precyzyjnym leczeniem. (1,15) Modele
oparte na analizie fMRI mogg wyodrebnia¢ podtypy migreny (z aurg lub bez), co umozliwia

bardziej indywidualne podejscie terapeutyczne. (4)

Al wspomaga rdwniez rozrdznianie bolow pierwotnych od wtérnych, co ma ogromne znaczenie
w wykluczeniu przypadkéw zagrazajacych zyciu, a nastgpnie skierowaniu pacjentdéw na
odpowiednig terapi¢. (8) Modele Al pomagaja lekarzom bez specjalistycznej wiedzy osiagnaé
wyzszg zgodno$¢ diagnostyczng, co zostalo wykazane przez wzrost wspotczynnika kappa z
0,023-0,362 do 0,606-0,874 w badaniach. W zwigzku z tym zastosowanie Al moze wspierac¢

lekarzy w miejscach, gdzie brakuje specjalistow. (5)

Modele prognozujace, ktore analizujg dane z dziennikéw pacjentéw oraz informacje z urzadzen
noszonych, pozwalaja przewidywa¢ nadchodzace ataki migreny lub inne béle gtowy, co daje
pacjentom czas na wprowadzenie $rodkéw zapobiegawczych lub przyjecie odpowiednich
lekéw. Mozliwos¢ przewidywania atakoéw jest szczeg6lnie cenna dla pacjentéw cierpigcych na

przewlekta migrene 1 moze poprawic¢ ich jako$¢ zycia. (3)

Jest nadzieja, ze sztuczna inteligencja zmniejszy obcigzenie lekarzy, skroci czas leczenia
pacjentdéw, a takze poprawi jako$¢ postgpowania diagnostyczno-leczniczego. Istniejg jednak

pewne ograniczenia, poniewaz ilo$¢ dostepnych danych jest niewielka, a skuteczno$¢ modeli
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ML zalezy od duzej liczby wysokiej jakosci danych. W wielu badaniach préby sa niewielkie,

co zmniejsza mozliwo$¢ generalizacji wynikow 1 wiarygodno$¢ modelu.

Wysokie wskazniki doktadno$ci w warunkach eksperymentalnych czg¢sto nie przektadaja si¢ na
rzeczywiste warunki kliniczne, co $wiadczy o potrzebie walidacji klinicznej z udziatem duzych,
zroznicowanych grup pacjentow, aby mogly by¢ bezpiecznie i skutecznie stosowane w praktyce.
Ponadto wystepuja rowniez wyzwania natury etycznej i prawnej, bowiem odpowiedzialnos¢ za
decyzje podejmowane z pomocg ML moze by¢ trudna do okreslenia, zwtaszcza w sytuacjach,
gdy algorytm popeini btad. Wymaga to jasnych regulacji prawnych i standardow
odpowiedzialnosci w medycynie. Te ograniczenia wskazuja, ze cho¢ ML ma potencjal w
diagnostyce bolow gltowy, jego wdrozenie wymaga dalszych badan, walidacji i odpowiedniego

dostosowania do praktycznych warunkéw klinicznych.

Oswiadczenia

Wkiad autoréw: Wszyscy autorzy przeczytali 1 zgodzili si¢ z opublikowang wersja

manuskryptu.

Oswiadczenie o finansowaniu: Badania te nie otrzymaty srodkéw zewnetrznych.
Oswiadczenie instytucjonalnej komisji rewizyjnej: Nie dotyczy.

Oswiadczenie o $wiadomej zgodzie: Nie dotyczy.

Oswiadczenie o dostepno$ci danych: Nie dotyczy.

Oswiadczenie o konflikcie interesow: Autorzy zaprzeczaja konfliktowi interesow.
Wktad poszczegdlnych autorow:

Conceptualization: Julia Jaworowska

Methodology: Damian Osinski

Writing — rough preparations: Gabriela Babiarz, Klaudia Kleczaj, Valentyna Levadna
Writing - review and editing: Zuzanna Kawa, Julia Kanarszczuk

Project administration: Maria Kasprzak, Aleksandra Jedrzejewska, Aleksandra Jureczko

14



References

1.Li ML, Zhang F, Chen YY, Luo HY, Quan ZW, Wang YF, Huang LT, Wang JH. A
state-of-the-art review of functional magnetic resonance imaging technique integrated with
advanced statistical modeling and machine learning for primary headache diagnosis. Front Hum
Neurosci. 2023 Sep 1;17:1256415. doi: 10.3389/fnhum.2023.1256415. PMID: 37746052;
PMCID: PMC10513061.

2. Dumkrieger G, Chong CD, Ross K, Berisha V, Schwedt TJ. The value of brain MRI
functional connectivity data in a machine learning classifier for distinguishing migraine from
persistent post-traumatic headache. Front Pain Res (Lausanne). 2023 Jan 9;3:1012831. doi:
10.3389/fpain.2022.1012831. PMID: 36700144; PMCID: PMC9869115.

3. Stubberud A, Langseth H, Nachev P, Matharu MS, Tronvik E. Artificial intelligence
and headache. Cephalalgia. 2024 Aug;44(8):3331024241268290. doi:
10.1177/03331024241268290. PMID: 39099427.

4. Khan L, Shahreen M, Qazi A, Jamil Ahmed Shah S, Hussain S, Chang HT. Migraine
headache (MH) classification using machine learning methods with data augmentation. Sci Rep.
2024 Mar 2;14(1):5180. doi: 10.1038/s41598-024-55874-0. PMID: 38431729; PMCID:
PMC10908834.

5. Katsuki M, Shimazu T, Kikui S, Danno D, Miyahara J, Takeshima R, Takeshima E,
Shimazu Y, Nakashima T, Matsuo M, Takeshima T. Developing an artificial intelligence-based
headache diagnostic model and its utility for non-specialists’ diagnostic accuracy. Cephalalgia.
2023 May;43(5):3331024231156925. doi: 10.1177/03331024231156925. PMID: 37072919.

6. Okada M, Katsuki M, Shimazu T, Takeshima T, Mitsufuji T, Ito Y, Ohbayashi K, Imai
N, Miyahara J, Matsumori Y, Nakazato Y, Fujita K, Hoshino E, Yamamoto T. Preliminary
External Validation Results of the Artificial Intelligence-Based Headache Diagnostic Model:
A Multicenter Prospective Observational Study. Life (Basel). 2024 Jun 11;14(6):744. doi:
10.3390/1ife14060744. PMID: 38929727; PMCID: PMC11204521.

7. Hsiao FJ, Chen WT, Wang YF, Chen SP, Lai KL, Coppola G, Wang SJ. Identification

of patients with chronic migraine by using sensory-evoked oscillations from the

15



electroencephalogram classifier. Cephalalgia. 2023 May;43(5):3331024231176074. doi:
10.1177/03331024231176074. PMID: 37194198.

8. Yang F, Meng T, Torben-Nielsen B, Magnus C, Liu C, Dejean E. A machine learning
approach to support triaging of primary versus secondary headache patients using complete
blood count. PLoS One. 2023 Mar 6;18(3):e0282237. doi: 10.1371/journal.pone.0282237.
PMID: 36877693; PMCID: PMC9987784.

9. Katsuki M, Tatsumoto M, Kimoto K, liyama T, Tajima M, Munakata T, Miyamoto T,
Shimazu T. Investigating the effects of weather on headache occurrence using a smartphone
application and artificial intelligence: A retrospective observational cross-sectional study.
Headache. 2023 May;63(5):585-600. doi: 10.1111/head.14482. Epub 2023 Feb 28. PMID:
36853848.

10. Stubberud A, Ingvaldsen SH, Brenner E, Winnberg I, Olsen A, Gravdahl GB,
Matharu MS, Nachev P, Tronvik E. Forecasting migraine with machine learning based on
mobile phone diary and wearable data. Cephalalgia. 2023 May;43(5):3331024231169244. doi:
10.1177/03331024231169244. PMID: 37096352.

11. Ogawa S, Lee TM, Kay AR, Tank DW. Brain magnetic resonance imaging with
contrast dependent on blood oxygenation. Proc Natl Acad Sci U S A. 1990 Dec;87(24):9868-
72. doi: 10.1073/pnas.87.24.9868. PMID: 2124706; PMCID: PMC55275.

12. Sun H, He Y, Cao H. Functional magnetic resonance imaging research in China.
CNS Neurosci Ther. 2021 Nov;27(11):1259-1267. doi: 10.1111/cns.13725. Epub 2021 Sep 7.
PMID: 34492160; PMCID: PMC8504522.

13. Schulte LH, Mehnert J, May A. Longitudinal Neuroimaging over 30 Days:
Temporal Characteristics of Migraine. Ann Neurol. 2020 Apr;87(4):646-651. doi:
10.1002/ana.25697. Epub 2020 Feb 18. PMID: 32031707.

14. Yang H, Zhang J, Liu Q, Wang Y. Multimodal MRI-based classification of
migraine: using deep learning convolutional neural network. Biomed Eng Online. 2018 Oct
11;17(1):138. doi: 10.1186/s12938-018-0587-0. PMID: 30314437; PMCID: PMC6186044.

15. Jorge-Hernandez F, Garcia Chimeno Y, Garcia-Zapirain B, Cabrera Zubizarreta

A, Gomez Beldarrain MA, Fernandez-Ruanova B. Graph theory for feature extraction and

16



classification: a migraine pathology case study. Biomed Mater Eng. 2014;24(6):2979-86. doi:
10.3233/BME-141118. PMID: 25227005.

16. Wang Y, Wang Y, Bu L, Wang S, Xie X, Lin F, Xiao Z. Functional Connectivity
Features of Resting-State Functional Magnetic Resonance Imaging May Distinguish Migraine
From Tension-Type Headache. Front Neurosci. 2022 Apr 26;16:851111. doi:
10.3389/fnins.2022.851111. PMID: 35557602; PMCID: PMC9087040.

17. Messina R, Sudre CH, Wei DY, Filippi M, Ourselin S, Goadsby PJ. Biomarkers
of Migraine and Cluster Headache: Differences and Similarities. Ann Neurol. 2023
Apr;93(4):729-742. doi: 10.1002/ana.26583. Epub 2023 Jan 4. PMID: 36565271.

18. Erickson JC. Treatment outcomes of chronic post-traumatic headaches after mild
head trauma in US soldiers: an observational study. Headache. 2011 Jun;51(6):932-44. doi:
10.1111/j.1526-4610.2011.01909.x. Epub 2011 May 17. PMID: 21592097.

19. Theeler B, Lucas S, Riechers RG 2nd, Ruff RL. Post-traumatic headaches in
civilians and military personnel: a comparative, clinical review. Headache. 2013 Jun;53(6):881-
900. doi: 10.1111/head.12123. PMID: 23721236.

20. Siirtola P, Koskimaki H, Moénttinen H, Réning J. Using Sleep Time Data from
Wearable Sensors for Early Detection of Migraine Attacks. Sensors (Basel). 2018 Apr
28;18(5):1374. doi: 10.3390/5s18051374. PMID: 29710791; PMCID: PMC5981434.

21. Pagan J, De Orbe MI, Gago A, Sobrado M, Risco-Martin JL, Mora JV, Moya
JM, Ayala JL. Robust and Accurate Modeling Approaches for Migraine Per-Patient Prediction
from Ambulatory Data. Sensors 2015, 15, 15419-15442. doi: 10.3390/s150715419

17


https://doi.org/10.3390/s150715419

