
Logic and Logical Philosophy
Volume 8 (2000), 91–97

Yu. V. Ivlev

QUASI-MATRIX LOGIC AS

A PARACONSISTENT LOGIC

FOR DUBITABLE INFORMATION∗

We distinguish three types of statements — indubitably true statements (the
value “n”), indubitably false statements (the value “i”) and statements of
dubitable information (the value “c”).

A set (Q,G, gf1, . . . , gfs) is a quasi-matrix. Q and G are non-empty sets.
G ⊂ Q. gf1, . . . , gfs are quasi-functions. If a function is a correspondence
in virtue of which an object from some (function) domain is related with
a certain object (from the range of the function) then the quasi-function is
a correspondence in virtue of which an object from some domain is related
with some object from a certain subset of some set (from the range of the
quasi-function).

Examples. Function: {(a, d), (b, k), (c, k)}. Quasi-functions: {(a, d) ⊻ (a, k),
(c,m)} = {{(a, d), (c,m)}, {(a, k), (c,m)}}; {⊻4((a, k), (a, n), (c, k), (c, n)),
(d, r)} = {{(a, k), (d, r)}, {(a, n), (d, r)}, {(c, k), (d, r)}, {(c, n), (d, r)}}. ⊻

and ⊻4 are two and four-places strong disjunction (in metalanguage) respec-
tively. We can say: a quasi-function is a set of sets of functions.

The language has the symbols T , K, ¬, ∧, ∨, ⊃ that are defined through
the following tables:
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i/c and n/c mean “either i, or c” and “either n, or c” respectively. T and K

are symbols for such expressions “we indubitably know that . . . ” and “we
know that . . . ” respectively. n is a designated value.

The calculus that formalises the described semantics contains the axiom-
schemes that coincide with the axiom-schemes of classical propositional cal-
culus. In these axiom-schemes metavariables denote modalised formulas.
(The modalised formula definition: if A is a formula of classical proposi-
tional calculus, then T A and K A are modalised formulas; if B and C are
modalised formulas, then T B, K B, ¬B, (B ∧ C), (B ∨ C), (B ⊃ C) are
modalised formulas; nothing else is a modalised formula.)

Except these schemes there are 29 more axiom-schemes the metavariables
of which denote any formulas of the system:

T A ⊃ K A

T A ⊃ A

¬A ⊃ ¬ T A

A ⊃ K A

¬KA ⊃ ¬A

¬ T ¬A ⊃ K A

KA ⊃ ¬ T ¬A

T A ⊃ T T A

K T A ⊃ T A

KA ⊃ T K A

K KA ⊃ K A

¬KA ⊃ T(A ⊃ B)
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T B ⊃ T(A ⊃ B)

T(A ⊃ B) ⊃ (T A ⊃ T B)

T(A ⊃ B) ⊃ (K A ⊃ KB)

K(A ⊃ B) ⊃ (T A ⊃ K B)

K B ⊃ K(A ⊃ B)

K¬A ⊃ K(A ⊃ B)

T A ∧ T B ⊃ T(A ∧ B)

K A ∧ T B ⊃ K(A ∧ B)

T A ∧ K B ⊃ K(A ∧ B)

T(A ∧ B) ⊃ T A ∧ T B

K(A ∧ B) ⊃ K A ∧ K B

T A ∨ (K A ∧ K¬A) ∨ ¬KA

T A ∨ T B ⊃ T(A ∨ B)

K A ∨ K B ⊃ K(A ∨ B)

T(A ∨ B) ⊃ T A ∨ K B

T(A ∨ B) ⊃ K A ∨ T B

K(A ∨ B) ⊃ K A ∨ K B

The rules of inference are as follows: modus ponens; the rule of substitution
of any number of occurrences of ¬¬A by A and vice versa; Gödel’s rule

A ⇒ T A

The proof definition is usual.

An inference is a non-empty finite sequence of formulas each of which
is either a hypothesis from some set of hypotheses Γ , or a theorem, or a
formula obtained from the preceding formulas of the sequence by one of the
rules of inference including Gödel’s rule. An inference is an inference of the
last formula from the sequence from the hypotheses set Γ .

All the derived rules of inference of classical propositional calculus are
rules of inference of the given calculus with the following restrictions: they
can be applied only to modalised formulas. Indirect rules such as the rule of
deduction

Γ,A ⇒ B

Γ ⇒ A ⊃ B
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and the rule of reduction ad absurdum

Γ,A ⇒ B; Γ,A ⇒ ¬B

Γ ⇒ ¬A

can not be applied to non-modalised formulas. However, the so-called weak-
ened rule of reduction ad absurdum

Γ,A ⇒ B; Γ,A ⇒ ¬B

Γ ⇒ K¬A

can be applied to non-modalised formulas.
In order to prove the metatheorem of semantic completeness the notion

of alternative interpretation is introduced. An interpretation is a quasi-
function | |. The alternative interpretation is a function ⌊ ⌋ assigning a
“non-fractional” value to a alternative interpretations: ⌊A⌋1 = n, ⌊A⌋2 = c.
We shall present only some induction step cases from the inductive definition
of the function:

⌊T A⌋ = n iff ⌊A⌋ = n;

⌊T A⌋ = i iff ⌊A⌋ = c or ⌊A⌋ = i;

⌊K A⌋ = i iff ⌊A⌋ = i;

⌊K A⌋ = n iff ⌊A⌋ = n or ⌊A⌋ = c;

⌊A ∧ B⌋ = n iff ⌊A⌋ = ⌊B⌋ = n;

if (⌊A⌋ = n and ⌊B⌋ = c) or (⌊A⌋ = c and ⌊B⌋ = n), then ⌊A ∧ B⌋ = c;

if ⌊A⌋ = i or ⌊B⌋ = i, then ⌊A ∧ B⌋ = i;

if ⌊A⌋ = ⌊B⌋ = c, then ⌊A ∧ B⌋ ∈ {i, c}.

In order to prove the metatheorem of semantic completeness of the calcu-
lus the following statement is proved: a set of formulas consistent with the
calculus can be extended to a maximal consistent set.

Then the following lemma is proved: let W be a set of formulas consis-
tent with the calculus. Then there is alternative interpretation assigning a
designated value to every formula from W .

To prove the lemma we introduce the function ⌊ ⌋W that has the following
feature: it is true for any arbitrary formula A that ⌊A⌋W = n iff T A ∈ W ;
⌊A⌋W = i iff ¬KA ∈ W ; ⌊A⌋W = c iff K A ∈ W and K¬A ∈ W .

It is proved by induction on the number of occurrences of logical terms
in the formula A that the function ⌊ ⌋W has all the properties of alternative
interpretation, i.e. is alternative interpretation.
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It is possible to construct a paraconsistent logic for statements of indu-
bitable information.

Look at the classical logic principles, the principles of constructed logic
and the principles of relevant logic and dual of Hao Wang logic.

Classical logic This Relevant Dual of Hao

Wang

(1) the principle of bivalency

(propositions take values from the

range {t (truth), f (falsity)})

generalisation

{n, c, i}

generalisation

{n, c, i}

generalisation

{n, c, i}

(2) the principle of consistency (a

proposition can not have both

values)

can not have

two or three

can have two

or three

can have two

or three

(3) the principle of excluded middle

(a proposition necessarily has some

of these values)

excluded

fourth

– excluded

fourth

(4) the principle of identity (in a

complex proposition, a system of

propositions, an argument one and

the same proposition has one and

the same value)

the principle

of identity

– –

(5) the principle of specifying the

truth value of a complex proposition

by truth values of elementary

propositions constituting it (in

propositional logic this principle

acts as a matrix principle – logical

connectives are defined by matrices,

in predicate logic it shows up in the

interpretation of logical terms and

predicates as truth functions)

the quasi-

matrix

principle

the quasi-

matrix

principle

the quasi-

matrix

principle

State descriptions for classical logic: {a′
1
, . . . , a′r, . . .}, a′m is am or ¬am.

State descriptions for relevant logic are subsets of the set {an
1
, ac

1
, ai

1
, . . . , an

r ,

ac
r, a

i
r, . . .}. If α is state description for relevant logic, then am has value n in

α iff an
m ∈ α, am has value c iff ac

m ∈ α, am has value c iff ai
m ∈ α. We intro-

duce a relevant implication: � A → B ⇐⇒ A � B ⇐⇒ information of B

about all state descriptions (I(B,M)) is part of information of A about all
state descriptions (I(A,M)) ⇐⇒ MA ⊆ MB . (MA and MB are all state de-
scriptions in which A, respectively B, has value n. State descriptions for dual
of Hao Wang logic are all subsets of the set {an

1
, ac

1
, ai

1
, . . . , an

r , ac
r, a

i
r, . . .}, for
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which are true: ∀′as(a
n
s ∈ α ∨′ ac

s ∈ α ∨′ ai
s ∈ α). ∀′ and ∨′ are symbols of

metalanguage.
The calculus that formalises the described semantics of relevant logic con-

tains the axiom-schemes that coincide with the axiom-schemes of proposi-
tional calculus E.In these axiom-schemes metavariables denote modalised for-
mulas. Except these schemes there are 28 more axiom-schemes the metavari-
ables of which denote any formulas of the system:

T A → K A

T A → A

¬A → ¬ T A

A → K A

¬K A → ¬A

¬ T ¬A → K A

K A → ¬ T ¬A

T A → T T A

K T A → T A

K A → T K A

K K A → K A

¬K A → T(A ⊃ B)

T B → T(A ⊃ B)

T(A ⊃ B) → (T A ⊃ T B)

T(A ⊃ B) → (K A ⊃ K B)

K(A ⊃ B) → (T A ⊃ K B)

KB → K(A ⊃ B)

K¬A → K(A ⊃ B)

T A ∧ T B → T(A ∧ B)

K A ∧ T B → K(A ∧ B)

T A ∧ KB → K(A ∧ B)

T(A ∧ B) → T A ∧ T B

K(A ∧ B) → K A ∧ KB

T A ∨ T B → T(A ∨ B)

K A ∨ KB → K(A ∨ B)

T(A ∨ B) → T A ∨ K B
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T(A ∨ B) → K A ∨ T B

K(A ∨ B) → K A ∨ KB

The rules of inference are as follows: modus ponens A → B,A ⇒ B; intro-
duction of conjunction A,B ⇒ A∧B; the rule of substitution of any number
of occurrences of ¬¬A by A and vice versa; Gödel’s rule.

Dual of Hao Wang logic also includes these 28 axiom-schemes (here → –
Hao Wang logic implication) and the axiom-scheme

T A ∨ (K A ∧ K¬A) ∨ ¬K A .
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