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Abstract. We present a uniform characterisation of three-valued logics by
means of a bisequent calculus (BSC). It is a generalised form of a sequent
calculus (SC) where rules operate on the ordered pairs of ordinary sequents.
BSC may be treated as the weakest kind of system in the rich family of
generalised SC operating on items being some collections of ordinary se-
quents, like hypersequent and nested sequent calculi. It seems that for
many non-classical logics, including some many-valued, paraconsistent and
modal logics, the reasonably modest generalisation of standard SC offered
by BSC is sufficient. In this paper, we examine a variety of three-valued
logics and show how they can be formalised in the framework of BSC. We
present a constructive syntactic proof that these systems are cut-free, satisfy
the subformula property, and allow one to prove the interpolation theorem
in many cases.
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Preliminary note. This paper is an extended version of the conference
paper [33]. Here we present the results in more detail, providing several
examples of proofs in Sections 3 and 4 which were missing in the con-
ference paper. Moreover, two new sections have been added: Section 5
explains the nature of uniformity of BSC, Section 6 presents a construc-
tive syntactical proof of admissibility of structural rules, including cut.
Sections 1, 2, 7 and 8 are more or less the same as in [33].
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1. Introduction

The aim of this paper is to provide a uniform characterisation of a variety
of three-valued logics by means of a simple cut-free generalised sequent
calculus (SC) called the bisequent calculus (BSC). It is the weakest kind
of system in the rich family of generalised sequent calculi operating
on collections of ordinary sequents [28]. If we restrict our interest to
structures built of two sequents only, we obtain a limiting case of either
hypersequent or nested sequent calculi (see [41, 52] for more information
about nested sequent calculi); it is what we call a bisequent calculus.

Is such a restricted calculus of any use? Hypersequent calculi already
may be seen as quite restrictive forms of generalised SC, yet they have
been shown to be useful in many fields (see, e.g., [30] for a survey of
applications of hypersequent calculi in modal logic, and [45] for their use
in fuzzy logic). BSC is even more restrictive but preliminary work on its
application is promising. It has already been succesfully applied by In-
drzejczak to first-order modal logic S5 [28] and to the class of four-valued
quasi-relevant logics [32].! In what follows we will focus on another ap-
plication of such a minimal framework — to three-valued logics.

Several proof systems of different kinds have been proposed so far for
many-valued logics (see, e.g., [25] or [7] for a survey). The most direct
and popular approach to the construction of many-valued sequent or
tableau systems is based on the idea of the syntactic representation of
n values either by means of n-sided sequents or by n labels attached to
formulae or sets of formulae. This solution has been presented by many
authors and despite its popularity has many drawbacks (see [30] for dis-
cussion). A significant improvement in the construction of efficient SC
or tableau systems for many-valued logic was proposed independently by
Doherty [17] and Hahnle [24], where labels correspond not to single val-
ues but to their sets (set-as-signs approach). Although BSC is a strictly
syntactical calculus its semantic interpretation makes it more similar to
this latter approach; a fuller discussion of this issue is provided in [32].

BSC is uniform in the sense that all three-valued logics are charac-
terised by the same set of axiomatic sequents, and in the case of logics
having the same set of connectives (i.e., defined in the same way) the
rules are identical even if the set of designated values or the consequence

LA similar sequent system, but with a different semantic interpretation, was
recently applied also by Fjellstad [21, 22].
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relation is defined in a different way. In this sense BSC is more uniform
than several other approaches where either the set of axioms must be
changed or rules for connectives must be different (even if described by
means of the same table). In particular, BSC is superior in this respect
to the generalised calculus for three-valued logics presented in [30].

Section 2 has an encyclopaedic character and is devoted to a de-
scription of a representative selection of three-valued logics. Section 3
contains a case study of BSC for K3 and LP. In Section 4, we provide
rules for connectives of all logics introduced in Section 2. Section 5
illustrates the process of encoding arbitrary operations as rules of BSC.
Section 6 is devoted to the syntactic proof of admissibility of structural
rules. Section 7 shows how BSC can be applied to prove interpolation
for some three-valued paraconsistent and paracomplete logics. Section 8
makes the concluding remarks.

2. Logics

We will examine several three-valued propositional logics determined by
three element matrices with classical-like connectives (negation, disjunc-
tion, conjunction, and implication, plus the usual three-valued modal-
style connectives). We are not going to consider other types of con-
nectives except Patasinska’s connectives considered in Section 5. The
languages of these logics are freely generated algebras similar to three ele-
ment algebras of values. Logics are interpreted by homomorphisms from
languages to algebras such that h(c"(¢1,...,¢n)) = c(h(p1),...,h(pn))
for every n—argument connective ¢ and the corresponding operation c.

Let us consider as the starting point two three element Kleene’s al-
gebras of the form: A3 = (A4, O) where A = {0,u,1} and O contains an
unary operation =: A — A and binary operations ©®: A x A — A,
where ® € {A,V,—}. The operations are defined by the truth tables
in the strong and weak Kleene algebra; see Table 1. The latter is also
examined by Bochvar [13] (negation is the same in both).

We obtain four matrices by specifying a set of designated values D
either as {1} or {1,u}. These are called GI?, SM3, WM and WM
(where & stands for strong, 20 for weak, 1 and 2 indicate the amount
of designated values). In general we will call matrices with D = {1}
1-matrices, and with D = {1,u} — 2-matrices. Accordingly we will also
call logics determined by 1-matrices and 2-matrices, 1- and 2-logics re-
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All u 0 V|1l u 0 =11 u 0 =

111 u 0 111 1 1 11 u O 110

ulu u 0 ull u u ull u u ul|u

0]0 O O 01 u O o1 1 1 011
A | 1 u 0 Vo | 1 u 0 —y |1 u 0

1 1 u 0 1 1 u 1 1 1 u 0

u|u u u u|u u u u u u u

0 0 u O 0 1 u O 0 1 u 1

Table 1.

spectively. For any matrix we define a relation of matrix consequence in
the following way:

I' = o iff for any homomorphism h: if A(I") C D, then h(yp) € D.

Logics are identified with their matrix consequences. In particular,
logics determined by these matrices are K3 (strong Kleene 1-logic) [38],
LP — the logic of paradox of Asenjo and Priest (corresponding 2-logic)
[2, 54], KY (weak Kleene 1-logic) [38], PWK (paraconsistent weak Kleene
2-logic) of Halldén [26].

Let us consider a few modifications of strong and weak Kleene logics.
Here is McCarthy’s logic K3” [44] (also called Kleene’s sequential and
studied by Fitting [20]) and its interesting modification presented by
Komendantskaya [39] under the name K5~ by means of the following
truth tables (again, negation is unchanged):

Amc | 1T u 0 Ve | 1T u 0 —mc | 1 u 0
1 1 u O 1 1 1 1 1 1 u O
u u u u u u u u u u u u
0 0 0 O 0 1 u O 0 1 1 1
Ak |1l u O||Vk |1l u O0|| =2k |1 u 0
1 1 u O 1 1 u 1 1 1 u O
u |u u O u |1 u u u 1 u u
0 |0 u O 0O |1 u O 0 1 u 1

Both K37 and K3~ are logics determined by 1-matrices. An important
property of K3, K¥, K37 and K5~ is that they are the only three-valued
logics with one designated value which produce partial recursive predi-
cates [see 38, 39, for more details].
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Several other important logics are obtained by changing the defini-
tions of — and —. Consider Lukasiewicz’s [42], Stupecki’s [61], Heyting’s
[27] implications as well as Heyting’s [27], Bochvar’s [13], Post’s and dual
Post’s [53] negations. Let us also consider yet another pair of additive
conjunction and disjunction, arising in L.ukasiewicz’s logic:

—L 1 u O —s1 |1 u 0 =g |1l u 0 TH
1 1 u O 1 1 u 1 1 u 1 0
u 1 1 u u 1 1 1 u 1 1 Ofjul| O
0 1 1 1 0 1 1 1 0 1 1 110 1

B p —pp AL 1 u O 4 1 u O

1 0 1] u 1 0 1 1 u O 1 1 1 1

u 1 ul| 0 u 1 uju 0 0 u |1 1 u

0 1 0 1 0 u 010 0 O 01 u O

6931? with Lukasiewicz’s implication (instead of Kleene’s one) yields
Fukasiewicz’s famous kg3, the first many-valued logic. In L3 we may deal
with two pairs of conjunction and disjunction. We have: ¢V = (¢ —f,
Y) —r Y and 9 Ay = (=9 V =), but ¢ AL ¢ = =(p —r ~¢) and
Y VL ¥ = —p —g Y. 6933? with Stupecki’s implication is an alterna-
tive to k3 having the deduction theorem. It was studied by Stupecki,
Bryll, and Prucnal [61] as well as Avron [5], under the name GMj. If
we change negation and implication of 69)?? to Heyting’s ones, then we
get Heyting’s [27] logic Gs, a close relative of intuitionistic logic (named
after Godel who also studied this logic [23]; this logic was investigated
by Jagkowski as well [36]). The disjunction of &M} and Post’s cyclic
negation form Post’s logic P3 [53] which is known for being functionally
complete in the three-valued setting. In [51], a dual cyclic negation —pp
was suggested (it reverses the direction of cyclicality of Post’s negation).
69313 with Heyting’s implication and Bochvar’s negation was investi-
gated by Osorio and Carballido [47] under the name Gj.

In the case of 6931% the following connectives are interesting as well:
Sobocinski’s [63] conjunction, disjunction and two implications, as well
as D’Ottaviano/DaCosta/Jaskowski/Stupecki’s [16, 37, 60] implication
—J:

As |1 u Of|Vg |1l u 0||=g|1 u 0
1 ]1 1 0 1 /1 1 1 1 1 0 0
ul|l u 0 u |l u O u 1 u 0
O[O0 0 O 01 0 O 0 1 1 1
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Sobocinski’s logic S3 is obtained from 69313 by the replacement of all
binary connectives of this matrix with Sobocinski’s original ones. This
logic may be treated as a relevant logic. However, a more popular three-
valued relevant logic is Anderson and Belnap’s RMj [1] which is obtained
from 69313 only by the replacement of its implication with Sobocinski’s
one. Note that earlier Sobocinski [62] considered yet another implication
—'s defined above.

GM3 with D’Ottaviano/DaCosta/Jaskowski/Stupecki’s implication
(first mentioned by Stupecki [60]) instead of Kleene’s one was indepen-
dently studied by several authors: D’Ottaviano and da Costa themselves
[15, 16], Asenjo and Tamburino [3], Batens [9] (under the name PI?®),
Avron [4] (under the name RM3’), and Rozonoer [57] (under the name
PCont). An important extension of this logic is J3 by D’Ottaviano and
da Costa [16]. It has an additional connective which is Lukasiewicz’s
tabular possibility operator (see below; we also present Lukasiewicz’s
tabular necessity operator).

Ac |1l u O0f|Ve|l u Of|=¢c|1 u O % O
1 /1 0 O 1|1 1 1 1 1 0 O0fl1|1 111
u |0 0 0 ull 0 0 u 1 1 1{u|1liju|o0
00 0 O 0O [1 0 O 0 1 1 10000

As is easy to guess, since RM3 may be viewed as a relevant logic,
it should be paraconsistent as well. Moreover, J3, S3, LP, and many
other three-valued logics with two designated values are paraconsistent
(in contrast, three-valued logics with one designated value are paracom-
plete). One of the most famous three-valued paraconsistent logics is
Sette’s logic P! [58]. It has Bochvar’s negation and the above presented
binary connectives Ac, Ve (both 1 and u are designated). There is a
version of P! with Kleene’s negation introduced by Carnielli and Marcos
[14, 43] and called P2.

A paracomplete companion of P!, the logic I', was presented by Sette
and Carnielli [59]: it has Heyting’s negation and the binary connectives
presented below (the implication was first introduced by Bochvar [13]).
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Its version with Kleene’s negation is I* due to Marcos [43]. Both I' and
I? have one designated value.

Ase |1 u 0| Vse|1l u 0] =2g5¢|1 u 0
11 1 0] 1 |1 1 1} 1 |1 1 O
u (1 1 O0ff uw |1 1 1| u |1 1 0
o |10 O Off O 1 1 Off 0 |1 1 1

—r |1l u Oj| =71 u 0

1 |1 0 O} 1 |1 0 O

u |1 1 0] uw |1 1 u

O (1 1 1}, 0 |1 1 1

Last but not least, let us mention Rescher’s [56] and Tomova’s [66]
implications (given above). These implications can be added to 693??.
Tomova [66] introduced the concept of natural implication. In the three-
valued case with one designated value there are only 6 natural impli-
cations: Lukasiewicz’s, Stupecki’s, Heyting’s, Bochvar’s, Rescher’s, and
Tomova’s. In the case with two designated values there are 24 natural im-
plications, including Heyting’s and Rescher’s as well as both Sobociniski’s
implications, D’Ottaviano/DaCosta/Jaskowski’s/Stupecki’s, and Sette’s
implications.

3. Bisequent calculus for K; (and LP)

Bisequents in BSC are ordered pairs of sequents I' = A | I[I = X
where I') A, IT, X are finite (possibly empty) multisets of formulae. We
will call the elements of a bisequent as a 1- and 2-sequent respectively.
Bisequents with all elements being atomic will be also called atomic. In
what follows B stands for arbitrary bisequents and S for sequents.

Let us define the calculus BSC-Kj3 which provides an adequate for-
malization of K3. A bisequent I' = A | II = X' is axiomatic iff it has
nonempty I'NY or I'NA or IINX. In fact this set of axioms is fixed for
all calculi considered in the next section. Also if constants T, L, U (the
last for fixed undefined proposition) are added we must add axioms of
theform: '= AT | H=XT=A|I=XT, L, I'=>A|ll= X%,
I'sA|lLT=XUT'=sA|ll=>Yandl'=A|1I=XU.

The set of rules characterising the operations of the strong Kleene
algebra consists of the following schemata:
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s A= X ¢ s AlepIl=X

=) Srsamss OV rsasnss
I'sAgp|lI=X o, = A|Il=X%
=) = arwn=ss ) r=amas
o0, I'=A|S I'=Ap|S I'=sAqy|S
A\ A
=) oreT=sas OM IT=A07 0|5
Sle, = A S|I'= A p S|I'= A¢
A A
A=) sTonersa (BN SIT = A,0N0
I'= A p¢|S o, I'=A|S v, = A|S
v v
=V A overs (2 oV T = A|S
S| T= A Sle,I'= A Sy, I'= A
v v
=V 5175 a.5ve V2 STV, = A
I'=s Ay |pll =X o, '=A|Il = X ¢
=) a0 P reamss o0
'sA|lll=X ¢ p,['=A|1l=X%X
(==1)
o=, '=A|1l=X%
I'sAgepl|lll=Y I'sA|jpIll=%
(= | |

I'sAle—y, 1l =X

Note that all rules satisfy the subformula property and other desir-
able properties of well-behaved SC, like explicitness, separation, symme-
try [see 30, 52, 68, for a discussion]. In particular, they are context
independent in the sense that no side conditions are constrained and as
a consequence all rules are permutable. This feature will be of special
importance for the proof of the Interpolation Theorem in Section 7.
One may easily observe that in case of rules for strong A,V we have just
standard G3 rules but repeated in both components. Rules for negation
and implication have different character since side and principal formula
are in different sequents in all cases.

Bisequents as such do not directly correspond to standard conse-
quence relations in suitable matrices. Hence before we define the notion
of a proof in BSC-K3 (or any other logic) it is better to start with a
more general concept. A proof-search tree for a bisequent B in BSC-L,
where L is any logic, is a tree of bisequents with B as the root and nodes
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generated by rules of BSC-L. A proof-search tree is complete iff every
leaf is atomic, and it is axiomatic iff all leaves are axiomatic. The height
of a proof-search tree is defined as the length of the maximal branches.
A simple consequence of the subformula property of rules is:

PRrROPOSITION 3.1. Every proof-search tree may be extended to a com-
plete proof-search tree

The notion of a proof in BSC-K3 is introduced not only by restricting
the class of proof-search trees in BSC-Kj3 to axiomatic ones but also by
restricting the class of admissible roots. In general the rationale for
bisequents is that a 1-sequent corresponds to a consequence relation in
1-matrices and a 2-sequent to a consequence relation in 2-matrices. Since
K3 is characterised by 1-matrix we have:

BSC-Ks - B iff

there is an axiomatic proof-search tree for B :=I" = ¢ |=.

We define the L-validity (L-satisfiability) of bisequents in the following
way:

Li=T = A| = X iff every homomorphism h satisfies I' = A |
IT = X. The latter holds for h iff for some ¢: either ¢ € I" and h(p) # 1
or o € Aand h(p) =1o0r ¢ € IT and h(p) =0 or p € X and h(p) # 0.

Clearly, L - I' = A | IT = X iff for some h, all elements of I" are
true, all elements of A are either false or undefined, all elements of IT
are either true or undefined and all elements of X' are false. In this case
we say that h falsifies this sequent.

Obviously, all axiomatic bisequents are valid for any logic L. As for
the rules they are not only sound (i.e., validity-preserving) but also in-
vertible; namely, the following holds:

THEOREM 3.1. For all rules of BSC-K3, all premisses are Ks-valid iff the
conclusion is Ks-valid.

PRrOOF. Straightforward proof by tedious checking. For illustration we
demonstrate the case of (|—+=-). Suppose that Ks = I" = A, o | II = ¥
and Ky = I = A |, 01 = 5, while Ky £ T' = A | ¢ — o, 1T = X.
Then (1) for each h there is a x such that (x € I" and h(x) # 1) or
(x € Aand h(x) =1)or (x € Il and h(x) =0) or (x € X and h(x) # 0)
or (x = ¢ and h(p) = 1); (2) for each h there is a w such that (w € I
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and h(w) # 1) or (w € A and h(w) = 1) or (w € II and h(w) = 0) or
(we X and h(w) #0) or (w =1 and h(y)) = 0); (3) for some h, it holds
that, for each v € I', h(y) = 1, for each § € A, h(d) # 1, for each 7 € II,
h(m) # 0, for each o € X, h(c) = 0, and h(e — ) # 0. From (1) and
(3) we get (4) h(yp) = 1. From (2) and (3) we get (5) h(¢)) = 0. From
(4) and (5) we obtain (6) h(¢ — ) = 0. However, from (3) follows that
h(¢ — 1) # 0. Contradiction. Hence, Ks =" = A | ¢ — ¢, I = X.
Suppose that Ks = I' = A | ¢ — ¢, [I = X, while K3 [ I' =
Ap|Il =XorKg eI’ = A| 4, II = X. Then (1) for each h there
is a x such that (x € I' and h(x) # 1) or (x € A and h(x) = 1) or
(x € IT and h(x) = 0) or (x € X and h(x) # 0) or (x = ¢ — ¥ and
h(v — 1) = 0); (2a) for some h, it holds that, for each v € I, h() = 1,
for each 0 € A, h(d) # 1, for each m € II, h(m) # 0, for each o € X,
h(o) =0, and h(p) # 1 or (2b) for some h, it holds that, for each v € I,
h(y) =1, for each § € A, h(d) # 1, for each 7 € II, h(w) # 0, for each
o€ X, h(oc) =0, and h(1)) # 0. From (1) we obtain that h(ep — ¢) =0,
and hence (3a) h(p) = 1 and (3b) h(y)) = 0. Suppose that (2a) holds.
Then (4a) h(y) # 1. Contradiction. Suppose that (2b) holds. Then
(4b) h(1) # 0. Contradiction. Therefore, K3 = 1" = A, ¢ | I = X and
Ks=I'=A|y, 1= X%. .

A simple consequence of this theorem is that for every rule the con-
clusion is falsified by some h iff at least one premiss is falsified by the
same h. Using Theorem 3.1, by induction on the height of the proof, we
obtain:

THEOREM 3.2 (Soundness). If BSC-Ks - I" = ¢ |=, then I' =k, ¢.

The invertibility of all rules, which will be shown also syntactically
in Section 6, implies that proof search process is confluent, i.e., that the
order of applications of rules does not affect the result. In particular, B
is provable iff every proof-search tree may be extended to obtain a proof.

THEOREM 3.3 (Completeness). If I' =k, ¢, then BSC-Ksg+ 1" = ¢ | =.

PROOF. Assume that I' g, ¢ but BSC-K3 ¥ I' = ¢ |=. Hence in
every complete proof-search tree for I' = ¢ | = there is at least one
branch starting with nonaxiomatic atomic bisequent falsified by some
h. Since all rules inherit this valuation, then the root is also falsified
contrary to our assumption. o
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As a simple consequence we obtain also a decision procedure for Kj
(and for other logics L with complete BSC-L).

Another by-product of our proof is that the following cut rules are
admissible in BSC-Kj3 (and other logics):

I'sAgp|A=06 o, [l =X |5= 0
Nim=AXY|A=2=06,02

I'sA|A=0,¢ IIH=X|p, == 1
Nim=AXY|A=2=06,02

Moreover, we can constructively prove that these cut rules are ad-
missible. We do it in Section 6.

Note that the rules stated above provide BSC not only for K3 but
also for LP. The only difference is that in LP we consider as provable
bisequents of the form =-| I" = ¢ which is a consequence of the fact that
it is determined by a 2-matrix. All the results established for BSC-Kj
hold for BSC-LP.

(Cut )

(I Cut)

4. Bisequent calculi for other logics

We provide sets of rules adequate for all logics described in Sect. 2.
Every operation will be characterised by four rules of introduction to
antecedents and consequents of 1- and 2-sequents. In every case it holds
that either

I'Epeiff BSC-LET'= ¢ |= or I' =L piff BSC-LE=|I'= ¢

depending on whether =z, denotes consequence relation for logics
characterised by 1-matrices or by 2-matrices. The adequacy of BSC-L
for all concrete logics is proved in the same way as for BSC-K3. Therefore
we limit our presentation to the systematic characterisation of rules from
which the BSC for suitable logics can be composed.

We start with rules for respective unary operations (including F.uka-
siewicz’s modalities):

S|II= X, S| IT=X%
=) grom=5 =™ sTr=5-
I'=Ap|S pI'=AlS
Co= ) o rsars e roa TS
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s A|II= X ¢ o, '=A|II=X%

-p=
(| ~p=) I'=A|—p, Il = X

I'sAoe|le Il =X I'=sAop|le =X
s A|II=X -y o, = Al =X

s A|Il= X o, I'=A|Il =X
s A-p|ll=X

(mpp=)

(I==p)

(= —ppr|)

The remaining rules in each case (namely (—g=-1), (=-x ), (|7 8=),
(I==B) (=p=1), (==pr|), (| "pp=) and (|=—pp)) are like the respec-
tive rules of BSC-K3. Consider the premisses of (|=—p) and (~pp=-|)
displaying two occurrences of the same side formula. In semantic terms
it gives the effect of evaluating ¢ as undefined.

I's Alp, Il =X I's A|Il= X

=D orsam=sy O rsacs oz
(1 0=) fjf,'fﬂii (I=9) fjfygj;’oi
O=1) D@,FF;;AA’ |1t][7;;22 =0 72 AA,SDJ IIZY;;EE
(Os) 2L=dll=2 (o) [=de|l=2

I'= A|Op,II = X I'=s Al = X 0Op

Not surprisingly rules introducing modal formula to antecedents or
to succedents of 1- and 2-sequents have the same premisses which is a
consequence of the fact that such a formula is never undefined. The
same remark applies to rules for -y and —p.

The set of rules for weak A, V, — is also partly identical with those for
BSC-K3. The identical rules are (A=), (=Aw |), (|=Vw), (| V=),
(|=—w) and (|—4,=). In the remaining cases we have three premiss
rules:

I'sAley, 1= I'=sAplell=Y I'=sAy|¢ =%
I'=sA|leAny, I =X

(I Aw=>)

I'sA|II= X, 0,0 o, = A|II= Xy Vv, ['=A|Il =X, ¢

Auw
(|=/w) T=All=Z, o0

I's Ay | I=Y TI'sAgp|lell=%X I'=sAY|yp0=X

(=Vw ) I'=AeVvy|Il=X
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o), I'=All=XY o l'=AlI=X1vy ¢, =A|II=Xp

(Vo= 1) oV, I = Al = X%

(= |)F:>A7w|go,H:>2 s Agelell =Y TI's Ay |, ll=X
h IF'=Ap—¢|II=X

s ) BT =A M2 I=Al=Se) $I=AT= S

o=, ' =A|1l=X
In the case of K3 and K3~ the specific rules are:

I'=sA|II= X ¢ o, '=A|Il = X ¢

Am
(| =Ame) T=A|ll= . one
s Ale, I =X I's Apl|le Il =X
(’/\:>m0)
I'sAloAy, Il = X
o, '=A|Il =X Vv, "= A1l = X ¢
(V="me [)
eV, I'= A1l =X
s Apy|I=X I's Apl|le Il =X
(=Vmc |)
I's Aepvy |l =X
I'= A, A = X I'= A, A = X
(Some ) Yl el
I'sAep—y|ll=X
O, = A1l = X I'=s A\l =X,
(S |) @, Y \ \ @

o=, '=A|1I=X%
I'=sA|II= X0 v, = A1l =X ¢

(=) T=All=5%ore
(| A=) s Ale,, I =X s Ay |y, 1= X%
K I'sAloAy, =X
(Vor |) o, I'=A|Il = X1 Vv, = A|ll=X
K oV, = A|l=X%
I'sApy|Ill =X I'=s Ay |, I =%
(=Vk )
I'=sAeVvy | lI=X
(=orc |) s Ay|e =% s Ay |y, Il=%
K I'=Ap—y|I=Y
A=Al =X I's Al = X, p,
(omic ) 24 et

o=, =A|Il=X%
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The remaining rules in both cases are identical with (A=), (=A|),
(I=V), (| V=), (| =—) and (| =) from BSC-K3.
The implications of Lukasiewicz [42] and his specific additive Az, and
V, are characterised by the following rules:
o, =AY, II=% P, I'=>A|lell=X
I'sAlpAy, I =X

(I AL =)

(|=Ar)

I'=s Aoy |I=X o, = A= X9 v, ' = A|Il= X, ¢
I's A|II= X, oA

o, '= Ay, 1T =X O, = Al Il =X
I'sAlevy, Il =X

I's Aey | II=X o, I'=A|II= Xy Vv, = A1l =X, ¢

IS A[D=X oV

o, '= Ay |Il=X I'=s Al I = X

FsAep—y|II=X

(Ive =)

(= VL)

(==rl)

(=r=1)
s Ae|¢, =% Vv, [ = A|II=X s A|l= X p
o= I'=A|ll=X%

The remaining rules are identical with (A=), (=A |), (=V |), (V=]),
(| =—) and (| »=) from BSC-Kj.

For Sobocinski’s connectives we have:
o, '= Ay, =X O, = Al Il =X
AN, = A1l =X

(As =1)

(= As )
I's Aey | II=X o, I'=A|II =Xy OV, = A1l =X, ¢
I's ANy |II=X
I's Ap|Il= X I's Ay |II= X ¢
s A|Il= X oV
I'=sA|le¢, I =X o, = A|II =Xy v, = A1l =X ¢
I'=sA|levy, I =X
o, =AY |I1l=X I'=s Al I = X
s A|II= X o—

(I=Vs)

(I vs=)

(I==s)

(|=s=)
I's Ap|,I=X% Vv, = A |l =X I's A|lll= XY,
I'sAle—y, =%

The remaining rules are again like those in BSC-K3.
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Sette’s connectives are characterised by the following rules:

I's Alpy, Il =X
AN, = A1l = X

s A|lll=Xe I'sA|II= X9
I's Apny | IT=X

I'=s A|II= X p,
I's Apvy | II= X

s A|lell=%Y I'sA|¢, =X
oV, I'= A1l = X

I's Alp, Il = X9
I'sAep—y|Il=X

I'sAlll=Ye I'sA|yII=%
o=, '=A|1l=X%X

Sl Il = X
S|I=X o1

S|IH=%¢ S|¢ol=X
Sle—=y,II=X%

(| Ase=), (|=Ase)s (= Vse), (| Vse=) like in BSC-K3.

(Ase=1)

(=Ase |)

(=Vse |)

(Vse=1)

(=—sel)

(—se=>1)

(I==se)

(I=se=)

Finally Carnielli and Sette’s connectives characterising I' and I%:

o0, '=A|Il =X

I's AloAy, I =X

I'sAep|ll=Y I'sAy|II=X
I's A|Il= X oA

s Aepy|II=X

I's A|Il= X oV

o I'sA|ll=XY ¢y, =A|ll=X%
I'sAlevy, Il =X

o, =AY |1l =X

s A|Il= X o— 1

I'sAp|lIl=Y I'=A|Il=X%X
I'sAlp—y,Il=X%

(Inc=)

(IVe=)

(I==c)

(I=e=)
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o, '= A | S
(=—cl) IT=2Ap—9]8
I'= A p|S I =A1S8

o=, I'=A|S
(Ae= 1), (=Ac |), (=Ve |), (Ve=]) like in BSC-Kj.

We finish with the characterisation of the remaining implications
introduced in Section 2. In most cases they are obtained by combining
rules which were previously introduced. In particular:

Shupecki’s [61] implication is characterised by means of: (|==—) and
(]|=>=) from BSC-Kj3 as well as (=—¢ |) and (—c=|).

Heyting’s implication [27] is characterised by means of: (—r= |),
(== ), (I==s5e),(|=7se=)-

D’Ottaviano’s/da Costa’s/Jaskowski’s/Stupecki’s implication[16, 37,
60] is characterised by means of: (—=|), (== 1), (|=—se),(| > s5e=)-

Rescher’s implication [56] is characterised by means of: (—r= |),
(== ), (I==9).(=s=).

Tomova’s implication [27] is characterised by means of: (== |),
(==r ), (I==c)(|=c=).

Only in the case of Sobociniski’s implication —' do we have a pair
of new rules:

v, = Al =X I's A|II= X, 0,0 I'=s Ael|le v, Il =X
o=, = A|1=X%X

(=5=1)

o I'=AY | II=Y TI'sA|lell=X¢ =AY |y, 1=

!
(==s) I'=>Agp—¢|Il=X%

The remaining two rules are: (|=—g.) and (|—=g.=).

Now, consider an arbitrary connective ¢ of the logic L, the corre-
sponding operation ¢ as characterised by suitable matrix determining L
in Section 2, and the four rules for ¢. The following holds:

THEOREM 4.1. For all presented rules characterising arbitrary c of any L:
all premisses are L-valid iff the conclusion is L-valid.

PrRoOF. This is an analogue of Theorem 3.1 for any considered logic L
which implies the adequacy of BSC-L. We provide only one example
for illustration. Consider the rule (=—%]). Suppose that L = ¢, I" =
Ay | I =X LET=A|pl=X¢Y, L=T=A1vY|¢ I =
Y,p,while LT = A o — | IT = X. Then:
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(1) For each h there is a y such that (xy € I"and h(x) # 1) or (y € A
and h(x) = 1) or (x € IT and h(x) = 0) or (x € X and h(x) # 0) or
(x = and h(p) # 1) or (x = ¢ and h(y) = 1).

(2) For each h there is a w such that (w € I" and h(w) # 1) or (w € A
and h(w) = 1) or (w € IT and h(w) = 0) or (w € X and h(w) # 0) or
(w= ¢ and h(p) =0) or (w =1 and h(y)) # 0).

(3) For each h there is a 7 such that (7 € I"and h(7) # 1) or (T € A
and h(1) = 1) or (7 € II and h(1) = 0) or (7 € X and h(7) # 0) or
(T =¢and h(p) #0) or (1 =1 and (h(¢)) =1 or h(yh) = 0)).

(4) For some h, it holds that, for each v € I', h(y) = 1, for each
d € A, h(d) # 1, for each m € II, h(w) # 0, for each o0 € X, h(o) = 0,
and h(p — ) # 1.

Therefore, (5) h(yp) # 1 or h(v) = 1, (6) h(¢) = 0 or h(¢) # 0,
(7) h(p) # 0 or (h(¢) = 1 or h(¥) = 0), Le., h(p) # 0 or h(¥) # u,
and (8) h(¢ — ) # 1. Suppose that (9) h(¢ — 1) = u. Then either
(10) h(p) = 1 and h(1p) = u or (11) h(y) = 0 and h(y)) = u. Hence,
(12) h(vp) = uw and (h(¢) = 1 or h(p) = 0). From (5), (7), and (12)
we obtain (13) h(y) # 1 and h(p) # 0. Contradiction. Suppose that
(14) h(p — ) = 0. Then either (15) h(y) = 1 and h(¢)) = 0 or
(16) h(¢) = u and h(¢p) = 0. Thus, (17) h(x)) = 0 and (h(e) = 1 or
h(e) = u), ie., h(¢b) = 0 and h(p) # 0. From (6) and (17) we get
h(y) = 0. Contradiction. Consequently, L = I" = A, o — ¢ | IT = X.

Suppose that L = I' = Ao — ¢ | II = X, while L [~ ¢, " =
A | I =XorLETD = A, ll =X por LETD =AY
P, II = X, . Let (%) denotes ‘for each v € I', h(vy) = 1, for each § € A,
h(8) # 1, for each m € II, h(w) # 0, for each o € X, h(c) = 0’ Then:

(1) for each h there is a x such that (y € I" and h(x) # 1) or (y € A
and h(x) = 1) or (x € IT and h(x) = 0) or (x € X and h(y) # 0) or
(x=¢ = ¢ and h(p — ) = 1);

(2a) for some h, (%), h(v) =1, and h(y)) # 1; or

(2b) for some h, (x), h(p) # 0, and h(y)) = 0; or

(2¢) for some h, (x), h(p) =0, and h(¢)) = u.

It easy to check that

(3a) if h(p) =1 and h(¢) # 1, then h(p — ¢) # 1;

(3b) if h(p) # 0 and h()) = 0, then h(p — 1) = 0;

(3c) if h(yp) = 0 and h(y)) = u, then h(p — ¥) = u.

Thus, we obtain a contradiction. Hence, L |= ¢, I" = A9 | I[I = X,
L=ETr=sAlp,ll=XY,and Li=T = A |, 11 = X, p. -
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5. Comments on the applicability of bisequents

In this section we try to substantiate our claim concerning the uniformity
of BSC with respect to three-valued logics. First of all we illustrate the
method lying behind the construction of rules in BSC. Then we show that
it allows us to obtain a finite characterisation of arbitrary three-valued
operations (even those which are not axiomatisable in the standard
sense) and that we can also express in BSC different notions of the conse-
quence relation, considered in the works devoted to paraconsistent logics.

The uniformity of BSC follows from the fact that the rules are not
computed on the basis of any normal (disjunctive or conjunctive) form,
like in other approaches, but on the basis of geometrical insights con-
nected with the tabular representation of the respective connective. Ge-
ometrical insights are appropriate here: to establish the premisses for
the rule with the principal formula in one of the four positions in a
bisequent, we just examine its tabular representation. For example, if
the indicated values of the arguments form a rectangle, one premiss is
enough whereas in the case of more complex shapes, two or three or even
four premisses are required. Since the process of construction of rules on
the basis of tables is not deterministic we do not propose any algorithm
to that end. More detailed general remarks concerning the process of
constructing rules can be found in [32]. In the following we illustrate
the process of construction with the example of Sobocinski’s implication
— s which shows several typical strategies of how to encode the content
of matrices in BSC rules.

Consider first the simplest rule:

I'=s AY|e Il =X

E=s) Ao S e s

The occurrence of ¢ — 1 happens in the succedent of the 1-sequent
of the conclusion of the rule (=—g |). The corresponding partial matrix
is as follows:

1

OCH‘\L
w0
= OoO|=e
o OO

We have ¢ — ¢ is 0 or uw iff (¢ is 1 or u) and (¢ is w or 0). The formula
1) possesses the same semantic values as ¢ — 1 hence is also present in
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the succedent of the 1-sequent, but in the premiss. The formula ¢ (true
or undefined) occurs in the antecedent of the 2-sequent of the premiss.
Let us consider the following rule:

I's A= XY, v, = A1l =X
o=, =A|1l=X%

(=s=1)

The occurrence of ¢ — 1 happens in the antecedent of the 1-sequent
of the conclusion of the rule (—g=>|). The corresponding partial matrix
is as follows:

—s |1 u 0
1 |1
u |1
0O |1 1 1

We have ¢ — 1 is 1 iff ¢ is 0 or ¢ is 1. The formula 1) possesses the
same semantic values as ¢ — 1. It is also present in the antecedent of
the 1-sequent, in the right premiss. The formula ¢ is 0, so it occurs in
the succedent of the 2-sequent of the left premiss. Notice that we have
two premisses due to the ‘or’ in the semantic condition.

Let us consider the following rule:

o, '= AW |1 =X I's Al Il = X1
s A|II= X o—

(I=—=s)

The occurrence of ¢ — 1 happens in the succedent of the 2-sequent
of the conclusion of the rule (|=—g). The corresponding partial matrix
is as follows:

—s |1

u
0

o OO

o=

We have ¢ — ¢ is 0 iff [p is 1 and (¢ is w or 0)] or [ is 0 and (¢ is 1
or u)]. We have two premisses due to the ‘or’ in the semantic condition.
The left one is determined by the condition ‘¢ is 1 and (¢ is u or 0).
So ¢ occurs in the antecedent of the 1-sequent of the left premiss and v
occurs in its succedent. The right premiss is determined by the condition
‘v is 0 and (¢ is 1 or u)’. The occurrences of ¢ and 1 are similar to
those in the left premiss, except that they appear in the 2-sequent, not
in the 1-sequent.
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Let us consider the last rule:
I'sAe|v, =X I =A|I=Y I'=>A|II=Xp
I'=sAle—y,lIl=X

(I=s=)

The corresponding partial matrix is as follows:

—s |1 u 0
1 |1

u |1 u
0O |1 1 1

We have ¢ — ¢ is 1 or wiff: ¢ is 0 or ¢ is 1 or [(¢ is u or 0) and (¢
is 1 or uw)]. The condition ‘p is 0 is expressed by the rightmost premiss,
where ¢ occurs in the succedent of the 2-sequent. The condition ‘@) is
1’ is expressed by the middle premiss, where ¥ occurs in the antecedent
of the 1-sequent. The condition ‘(¢ is w or 0) and (¢ is 1 or w)’ is
expressed by the leftmost premiss, where ¢ occurs in the succedent of the
1-sequent and 1) occurs in the antecedent of the 2-sequent. In particular,
the leftmost premiss corresponds to the following matrix:

—s |1 u 0
1

u 1 u

0 1 1

In fact we can consider in this way arbitrary three-valued operations.
Let us take into account two remarkable connectives due to Palasinska
[48] (originally, she gave them numbers 7 and 8).

o |1 u 0 o |1 u 0
11 1 u 111 1 u
ull 1 1 ull 1 1
0O]1 1 u 01 1 1

They do not have any corresponding expressions in natural language,
but their importance lies in a different field: as follows from Patasinska’s
research [48], the 1-matrices with oy or o as their only connective are
not finitely axiomatizable. Palasinska had in mind rules of the following
shape (notice that what she calls terms we call formulae):

By a standard inference rule, or simply a rule, we mean a pair (X, t),
where X is a finite set of terms and ¢ is a term. [48, p. 362]
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However, we are not dealing with standard inference rules but with bise-
quent rules. It appears that what is impossible in the standard frame-
work becomes possible in our bisequent approach, which shows that it
is indeed a uniform and general method.

To characterise the first operator we need three rules:

I'sApl|le Il =X I's Ay, =X%

(1= 1) oo [ = Al =%
(o1 |) o, '=A|II = X ¢ I's A|II= X, p,0
! I's Apoyy |II =X
AT = A1l =X I'= A, =X

I'=sA|lpoyy, [l = X

and the additional axiom schema: I' = A | Il = X, p o1 1

Note that we need this axiom, instead of the rule, since the formula
p o1 ¥ is never false. It is a general principle that if we characterise in
BSC an operation with no output 0 we must add such kind of axiom
schema. Dually, in case of the operation which never gives an output 1,
we have to add an axiom schema with an arbitrary formula made by this
operation in the antecedent of a 1-sequent. Otherwise the formalisation
of this operation is incomplete.

Note also that the rule (] o =) is somewhat arbitrary. To obtain
the same effect we could use instead:

s AlepIl=X s A|Il= X
I'=sA|lpoyy, [l = X

or one of these two rules but with 1 instead of ¢ as a side formula.
Each variant covers all positions in the table which agree with the fact
that the principal formula is never false, hence always true or undefined.
The same effect can be obtained in totally different (and significantly
more complex) way by using four-premiss rules with specific combina-
tions of ¢, v in each premiss. We omit the details but it should be men-
tioned to emphasize the sense of our claim that the construction of rules
on the basis of tabular representation of operations is not deterministic.
The more bizarre operations we consider, the more options are possible,
but simplicity should be always the important factor in choosing one of
them. BSC characterisation of os needs only simplification of the first
two rules for oq; in (02= |) we have to delete the second occurrence of
¢ in the first premiss, in (=02 |) we have to delete the second premiss.
The remaining rule and the axiom are similar to those for oj.

(Ier=)
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We would like to finish this section with the consideration of logics
determined by different notions of consequence relations. Two relations
considered in the text express informally the situation where either truth
is preserved or non-falsity is preserved. But two other possibilities are
open as well: I" = | = 1 corresponds to the notion of no-counterexample
consequence [see., e.g., 40, 49], whereas = ¢ | I" = corresponds to the
liberal consequence which leads from non-falsity to truth. So the only
thing we have to change is the definition of proof in the part concerned
with the root-sequent. It is an additional advantage of BSC that having
rules established for the operations in the context of standard notion
of consequence, we need only to change slightly the definition of proof
while still keeping the rules and axioms intact.

6. Syntactic proof of admissibility of Cut
and other structural rules

The most suitable strategy for providing a constructive proof of cut
admissibility for BSC is the one applied for the standard sequent calculus
G3 in Negri and von Plato [46]. Briefly, we must prove three things: (a)
that atomic axiomatic sequents are sufficient for proving general cases;
(b) that the admissibility of weakening, (syntactical) invertibility of all
rules, and admissibility of contraction hold; and (c) that on this basis
the simultaneous admissibility of both cut rules is provable by double
induction on the height of proofs of their premisses and the complexity
of cut-formula. Proving (a) in this context is necessary not only for
showing the height-preserving invertibility of rules but also to simplify
the proof of (c¢). The proof of part (b) is standard; the only specific and
difficult cases are in proving some subcases of (a) and in proving some
subcases of (c¢) by induction on the complexity of cut-formulae. Let us
now present this proof in details.

LEMMA 6.1. Axiomatic sequents may be replaced with atomic axioms.

ProoF. By induction on the complexity of active formula. As an ex-
ample, let us prove this lemma for Yukasiewicz’s implication. We have
three cases, by the number of types of axioms. Consider the first case:

o, ' A=Yy o= A[¢) 1= X1

o, I'= A=y, 1= X9
s Ale—=¢, =X 90—

(I==)

(I==)
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Consider the second case. We apply (—r=|) twice as follows.

o =20 Y|, T=X o =AY | H=X pl=AY|l=5¢
o=, =AY | 1I=X

I's Aopl|lop, I =X = Ao ll= %19 s Alp Il =X, ¢,
o=, = Alp = X1

Now we apply (=—r |) as follows.

o o=, I'=Ay | 0= =9, = A|p =X
o=, =A== X

Consider the third case. We apply the rules (—r=|) and (|=—):

o, l'=Ap| b, d=X @b =A|IT=X¢ o=A|Il=%¢01
o=, = A1l = X9
o=, T=A|Il=Xp—1

_|

Lemma 6.1 allows us to consider in the following only proofs with
atomic axioms.

We write -, I' = A | II = X iff a proof of I' = A | IT = ¥ is of
height at most n. We write b, ' = A | Il = X if I'= A | Il = X' is
provable with a proof of height < n. Consider the following versions of
weakening which can be formulated in a bisequent framework.

r=A|S r=A|S
W) — =212 L R
(W=1) ol =A|S (=W IT=A,0]5
S|IT=% S|IT= %
W) 2= Wy 21 =
V=) o=y B 5155,

THEOREM 6.1 (Height-preserving admissibility of Weakening in BSC-L).
Let L be one of logics considered in the paper. If BSK-L -, I' = A |
II = X, then BSK-L +, I" = A" | I[I' = X', where ' C I, A C A/,
IICIl',and X C 5.

ProOF. By induction on the height of the premiss. In the basis, if
I' = A | II = XY is axiomatic, then o I' = A | II = X implies
Fo IV = A" | II' = X'. In the inductive step, we have to consider the
cases generated by the logical rules. We examine some examples.

Case (=—|); ['= A |l =X :=1=6,0—¢| Il =X The
premiss is I' = 0,9 | ¢, II = X with a proof having height < n. By
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the induction hypothesis, BSC-L ., I"" = ©',¢ | p,I[I' = X', where
0" = A"\ {¢ — ¢}. Hence, by (=—|), BSC-L +, I" = A" | II' = X'

Case (|»=); ' = A | IH=XY=I=A]|¢— 1,0 =%. As
for the premisses, we have BSC-L k., I' = A,p | © = X as well
as BSC-L +.,, I' = A | ¢,0 = X. By the induction hypothesis, it
holds that BSC-L F.,, I" = A’ | © = X" and BSC-L ., " =
A", 0 = X' where @ = II' \ {¢ — ¢}. Thus, by (|-»=-), BSC-L
Fn I = A | I = X, =

THEOREM 6.2 (Height-preserving invertibility). For any instance of the
application of any logical rule, if the conclusion has a proof of height n,
then the premisses have proofs of height < n.

ProOOF. By induction on the height. As an example, consider the case
(=—1). In the basis, we deal with an axiom p,I" = A,p,p — ¢ | II =
Y. Then p,I" = A;p,¢ | ¢, 11 = X is an axiom as well. Consider
the induction step. We have b, I' = Ao — ¢ | II = X. There
are two subcases depending on whether the formula ¢ — 1) is principal.
Suppose that it is principal. Then b, 1 I' = A, ¢ | ¢, IT = Y. Suppose
that it is not principal. Then we have to consider the last rule applica-
tion. Since all our rules are context independent, we may demonstrate
it schematically. Suppose that the last rule is (= =|). Then we have:

I'sAep—-y|I=XYw
~w, = Aoy |Il=X%

By the inductive hypothesis, I = A9 | ¢, II = X, w is provable
with lower height. By the same rule we get —w, " = A, ¢ | ¢, IT = X.
Suppose that the last rule is (| =p =). Then we have:

I'=sAe—y|=XYw wl'=Ap—y|1l=X
I'sAep—=y|~wll=X

By the inductive hypothesis, I' = A, ¢ | ¢, II = ¥, w and w, [ =
A | ¢, Il = X are provable with lower height. By the same rule we
get I' = A, | p,~w, IT = X. The other cases are proved similarly.

Consider the following versions of contraction which can be formu-
lated in a bisequent framework.
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0,0, = A|S I'=s A998
=) S rsats ) Tzasrs
Slep,ll =% S| =X p,¢
1= s omss P9 S5,

THEOREM 6.3 (Height-preserving admissibility of contraction).
e BSC-Lt+,, ¢,p,I' = A| S implies BSC-L -, o, I' = A | S;
e BSC-L+, I' = A ¢, | S implies BSC-L -, I' = A, ¢ | S;
e BSC-L+,, S |¢,¢,II = X implies BSC-L +,, S | p, I = X;
e BSC-L+,, S|II = X, ¢, implies BSC-L +,, S | Il = X, ¢.

PROOF. By induction on the height of proof of v, o, I" = A | S (the
other cases are considered similarly). In the basis, we have that
v, p, "= A ]S and that it is an axiom. Hence, o ¢, ' = A | S and it
is an axiom as well.

As for the induction step, we need to distinguish the cases depend-
ing on whether ¢ is principal. Suppose that ¢ is not principal. Then
o, p, ' = A | S is derived from ¢, o, I" = A’ | S’ by a one-premiss
rule or additionally from ¢, p, I = A" | §” by a two-premiss rule
or also from ¢, o, I = A" | §"” by a three-premiss rule. By the
induction hypothesis, b, ¢, I" = A" | §', Fo,, o, " = A" | S
and Fo,, o, I = A" | . The application of the same rules yields
Fen o, I'=A|S.

Suppose that ¢ is principal. Assume that ¢ is ¥ V w and is obtained
by the rule (V,, =|). Then the sequent in question has the form

XVw,xVw,I'= A1l =X

and is obtained from the following premisses, each of them having a
proof of the height < n:

1. x,w,xVw, I'=A|Il =X
2. x,xVw,I'= A |1l = X w
3. wyxVw, ['=A| Il = X x.

By Theorem 6.2,

1.(a) Fepo1 Xow, Xow, "= A 1T = X
(b) Fen—1 xyw, X, ' = A | II = X w,
¢) Feno1 X, wyw, I'= A | Il = X, x;

2.(a) Fep—1 o, w, I'= A T = X w,
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D) Fen—1 o, I'=A | IT = Y w,w,
(¢) Fen—1 xyw, ' = A IT = X w, x;
3.(a) Fen—1w,x,w, I'= A IT = Xy,
(b) Feprw,x, '= A1 = X x,w,
(¢) Fepnrwyw, I'= AT = Xy, X

Consider the sequents 1(a), 2(b), and 3(c). We apply the induction
hypothesis to each of them twice and get
e i, w,['=A |1l =X,
et 1, = Al =X w,
et 1w I'=A|II= Xy
Now it is time to apply the rule (V,, =|). As a result, we obtain that
FnxVw,I'= A| Il = X. The other cases are handled similarly. o

In a bisequent framework there are two versions of the cut rule pre-
sented on page 473%2. We prove the admissibility of both of them by
Dragalin’s method [18] (see also [30, 46, 67] for the presentation of this
method; in particular, in [30], this method is applied to structured SC
which formalize some many-valued logics).

THEOREM 6.4 (Admissibility of (Cut |) and (| Cut)). If BSC-L + I =
Ao | A= 0 and BSC-L + ¢, II' = X' | &/ = (2, then BSC-L
FI7 I = ALY AN E =0, IFBSC-LET" = A | A = 0 ¢
and BSC-L - II' = X' | ¢, =" = (', then BSC-L + "', II' = A’ X' |
AN E =600,

PRrOOF. We carry the proof for both forms of cut simultaneously. The
proof is by double induction on the complexity of the cut-formula and
on the sum of heights of proofs of both premisses. In the induction
hypotheses we assume that the claim holds for both forms of cut. The
proof is divided into three parts:

1. at least one premiss is axiomatic;
2. the cut-formula is principal in both premisses;
3. the cut-formula is not principal in at least one premiss.

In cases 2 and 3 we provide only some characteristic examples for the
sake of illustration.

Case 1. Let the left premiss of the application of (Cut |) be axiomatic.
Since there are three types of axioms we have three subcases.

2 In fact one may consider also other forms of cut [see, e.g., 21], but these can be
easily shown to be derivable in the presence of the two variants of cut we consider.
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Case 1.1. The cut-formula is active. Case 1.1.1. We have the sub-
sequent application of (Cut |):

o, I'=Ap|A=6 o, I=X|Z=
o, NVIT =AY | AZE=06,10

By Theorem 6.1, we obtain that since ¢, IT = X' | = = {2 is provable,
o, VI = A Y | A, E = 6, (2 is provable as well (without using (Cut |
)). In the case of (| Cut), the proof is analogous. The Case 1.1.2. with
I'= A, A= 6O, is analogous.

Case 1.1.3. We have the subsequent application of (| Cut):

o, I'=A|A= 0, IH=X|¢p, 5= 1
o, =AY |ANE=06,02

In this case we need an additional induction on the height of the
right premiss. In the basis there are two subcases. The first one: I =
Y| ¢, 5 = 2 is an axiom with ¢ being parametric. Then ¢, I, II =
A Y| A E = 0,1 is an axiom as well. The second one: ¢ € 2. Again
we obtain that ¢, I 1T = A, X | A, = = O, (2 is an axiom as well. As
for the inductive step, note that ¢ is atomic, due to lemma 6.1, hence
it cannot be a principal formula of IT = X | ¢, = = {2 obtained by
some rule 7. So we obtain the result by the induction hypothesis, r, and
contractions, if necessary. The subcase with (Cut |) is dealt with in the
same way.

Case 1.2. the cut-formula is parametric. As an example, consider
the case of (Cut |). There are three possibilities:

O, =AY, p| A= 06O o, II=X|5=1
O, VI = A, Y | A ZE= 60,02

vV, I'=Ap| A= 60,9 o, I=X|=Z=
O, VI =AY | A E= 6,9,

I'=sAye|v,A= 0,9 o, I=X|52=
Nili=AXY ¢, A2 = 60,9,

In all these possibilities, the conclusion is already provable as an
axiom. If the right premiss is axiomatic, then the situation is analogous
and is considered similarly.

Case 2. The cut-formula is principal in both premisses.

Case 2.1. The cut-formula is Kleene’s negation.
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s AlpII=X
= - - =
F@A,—mp|H:>E( ) = ( )
re=AAIZ= X102
We replace it with the following derivation, applying another version
of cut, (| Cut), on the formula with lower complexity:

O=A|=Z= N2 I'=sA|lp Il =X
re=AAIEZ=X\

Kleene’s negation again, but this time with the application of (| Cut).

(| Cut)

o, I'= A1l =% (1= ) O=Nyp|=Z=10
I'=s A|II= X, —p O=A|—p, ==
reo=AA|I1E= X1

We replace it with:

(I==)
(I Cut)

O=ANp|Z=1 o, '=A|II=X%
re=AAIEZ=X\
Case 2.2. The cut-formula is Lukasiewicz’s implication. We apply
(Cut |) as follows:
I'sAep—y|II=X o —=>1Y,0=>A| 5= 1
reo=AAIEZ= X102

(Cut )

where the premisses are obtained by the rules (=—p |) and (—r= |),
respectively:
o, I'= Ay |1 =X I's Alp, Il = X9
I's A=y |Il=X
O=Ap|h,E=02 024|520 0= A|5= 00
e—=>Y,0=>A|Z=> 10

We transform this deduction as follows, applying (| Cut) and (Cut |)
to the formulae with lower complexity as well as several times using
contraction rules (see Theorem 6.3) which we indicate by double lines.
We start with the following deduction:

o, =AY |II=X V,0=>A]Z =10
O=Nop|,Z=1 o, 0= AA|II,Z= X1
I0,0=AAA|V, 1,5, 2= 30,10
re=AA|I,5=510
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Then we reason as follows:
I'=s Al Il = X re=AAYI=Z= 51
Nr,e=AAA|pllIl==X X2
Ie=AA|p Il ==X
Finally, the last step:

O=A|E= 02 e=AAp¢ll,Z=X1
ee=AAMNAIZ5=X12/10
reo=AA|I1E= X/

Let us consider the following application of (| Cut) to Lukasiewicz’s
implication (with the use of (|-»=-) and (|=—)):

o, I'= A1l = X, O=Np|E=10 O= A, Z =1
I'=sA|lll=X 0= O=AN|lo—,E= 0
rNeo=AAIZ=X1

We replace this deduction with the subsequent one:

O=Np|ZE=0 o, = A Il = X
o= AA|II,== X 02 O= A, == 1
[0,0=AANA|ILE E=5,02,0
reo=AAI1EZ=X71
Case 2.3. The cut-formula is McCarthy’s conjunction. Consider the
following applications of (| =Anc) and (| A=pc), respectively:
s A|llI= X p o, '=A|Il = X ¢
s A|Il= X oA
O= Ay, =R O=Nyl|lp,Z=10
O= AN, E= 02
Then we apply (] Cut) as follows:
s A|Il= X oA O=A|loNp,=Z =12
re=AA|IILZ= X/
We transform the deduction as follows:
o, I'= A1l = X, O= A, == 1
O=Ny|lp,E= 1 0, 1,0 = A A p, 1,5 = X, 2
Ie,eo=AANA|lp eIl Z,5= X 0,1
o= AA|pI,5= X0
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We continue this transformation as follows:
I's A|II= X e INe=AA|pIl, ==X
nNr,e=AAA|ILI ==X X
re=AAI=Z= X102

Case 2.4. The cut-formula is Y.ukasiewicz’s disjunction, the case of
(] Cut). Consider the following deduction:

I's A|II= X oV O=A|leVip,=Z=
reo=AA|I1E= X/

where the premisses are obtained in the following ways, by the rules
(]= VL) and (| VL =), respectively:

I's Apo|II=X o, '= A1l = X9 Vv, = A|Il =X, ¢
s A|IlI= X oV

0, 0= A, 5= V,O=A|p,E= 0
O=A|loVip,2 =0

We transform this deduction as follows:

Vv, = A|Il =X ¢ V,0=>A]p, 5=
I's Ap Y |II=X V0, 10 = AA|IIZ = X, 1
IT,0=AAANe|IIE= %5, 0
o= AANp|Ill,=Z=X1

In parallel, we build the following deduction:

o, '=A|Il = X ¢ 0, 0= A, E=
0,0, [0=A A1, = X, 1
0, [0=AA|II[,Z =X 2

Finally, we combine these two deductions into one:

re=AANp|Il,== X0 o, 0= AA|II,E= X 2
Ireeo=AAAMNA|ILIEZ ==X X020
reo=AA|I1E= X/

Case 2.5. The cut-formula is weak Kleene conjunction, the case of
(| Cut). Consider the following deduction:

s A|II= X oAy O=A|loNp,=Z= 12
re=AA|I1:E= X/
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where premisses are obtained by (|=Ay) and (| Ay,=>), respectively:

I's A|II= X 0,0 o, '= A1l = X9 Vv, = A|Il =X ¢
s A|IlI= X N0

O=A|p,,Z =1 O= Nyl 5= =NV |,E= 0
O=AlpoANp,=Z =1

We transform this deduction as follows:

O= Nyl E=1 o, I'= A Il = X4

o= AA|pIl, 5= X0 O=A|g,p, ==

Ie,eo=AANA|lp eIl Z,5= X 01
o= AA|plIl,=Z= X1

We continue this deduction as follows:

s A|II= X @, Ie=AA|plIl, ==X

Nre=AAAIIZ= XX 027
re=AAIIZ= X 02

In parallel, we build the following deduction:

O= ANy |, 5= O, = A|II =X ¢
INe=AA|Y,1,Z=X 02 ¢ O=A|p,, 5= 1
roeo=AANA|,I 5 5= 020
re=AA¢,I,5=5 0
Finally, we combine these two deductions:
o= AA|IILZ= X029 Ie=AAyI,5= 50
INr,e,e=AAMNMA|ILILE 2= XX 020
re=AAI=Z= X102

Case 2.6. The cut-formula is Sobocinski’s implication —', the case
of (Cut |). Consider the following deduction:

I'sAep—y|II=X o—=>1,0=>A|E=1
re=AAI=Z= X102
where premisses are obtained by (=—|) and (—'s=|), respectively:

o I'=AY|H=%Y TI'sA|lp =Xy s A=Y ¢
I'sAe—y|IT=X%

Pv,O=A|Z =1 O=A|E= 2,09 O= ANl ,Z= 1
o=, 0=A|Z =1
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We build a new deduction, using this material:

s Ay |, = X ¢ V,0=>A]5=10
O=A|E= 2,00 re=AAI5= %02
reo=AMNAIIZ 2= 0102.q¢p¢
Ieo=AAII,= X 02,¢

In parallel, we build yet another deduction:

O=Ny|lp,Z= 0 o, '= Ay |1I=X%
INe=AANY|pI,5= X1 V,O=A] 5=
Ie,0=AAAp¢,11,5,2= X002
o= ANy lI,=Z=X 0

We continue this deduction as follows:
I's Alp, I =Xy ro=AAleI,5Z= 31
r,e=AAA|p el Il ==X X1
o= AA|pI,Z= X0

Finally, we combine these two deductions:
reo=AA|IILEZ=X102¢ o= AA|@ Il ==X
reeo=AAMNA|ILIEZ ==X X020
re=AA|I1E= X/

Case 3. The cut-formula is not principal in at least one premiss. Let
it be the right premiss.
Case 3.1. The right premiss is deduced by (= =|). The rule (Cut |)
is applied:
©0,0=A|Z = 02,79
I'=sAe|ll=X 0,1, 0= A|Z =

(==1)

Cut
0. [,0=AA|ILE= 2.0 (Cut])
We transform it as follows:
I'=sApl|ll=X ©0,0=A|Z =02 (Cut |)
[LO=AA|ILE= 2, 0,9 "
(==

-, [0 =AA|II[,Z= X 2
The right premiss is deduced by (] = =). The rule (| Cut) is applied:
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O=MNY|p,E=10
I'sA|II= X ¢ O=A|lp,,Z=
re=AA-I,5z= %71

We transform this derivation as follows:

I's A|II= X O=MNY|p,E=10
re=AAyY|IE=Z=X102
Ire=AA-IILZ=X1Q

Case 3.2. The right premiss is deduced by (—r=|):

0, 0= A x|, 5= V,0,0=>A]Z = p,O=A|Z =0 x
X—=Y,p,0=A|Z=0

Then the rule (Cut |) is applied:

s Agp|lll=Y ox—9,0=>A5=10
X—=>,1,0=AA|1I,= X

(I Cut)
(I==)

We transform this deduction as follows, we start with three applica-
tions of (Cut |):

I'sAepl|ll=X 0, 0= A x|, == 0N
re=AAx|yI2z= %1

I'=sAe|ll=X v, 0,0 = A|E =0
O, [0 = AA|1T,Z = X1

I'sAep|ll=X 0, O=A|Z = 02,x
re=AAIEZ=X02x

Finally, we apply (—r=- |) to the results of these applications of
(Cut |) and get the required result.
The right premiss is deduced by (—r="|):

O=Ax|lp,Z=0 O=A|,p,Z =1
s A|lII= XY, O=Alo,x—0,5=1
reo=AAx—v¢I,5= X102

We transform this deduction as follows. We start with two applica-
tions of (Cut |):

I'sA|II= X p O=Ax|e =Z=1
Ie=AANx|II,Z= X1
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I'sA|II= X ¢ O=A|Y,p, 5=
re=AAI=Z= 3102

Then we apply (—r=|):

ro=AAx|II,== X0 re=AApIZ=5 10
re=AAx—y¢I,5= %10

Case 3.3. The right premiss is deduced by (| A=c):

O=Alx,¢Y,p,Z =0 O=>Ax|IxpE=10
I's A|II= X p O=A|xANY,p, 5 =2
INe=AA|xANY 1,5 =X 02

Then we apply (| Cut) twice as follows:

s A|II= X p O=A|x,),p, == 2
Ie=AA|x,,II,5 =X 02

I'sA|IlI= XY O=Ax|x, 0 = =1
re=AAx|xlI,z=X10

Finally, we apply (] A=mc) to the results of these applications of
(| Cut) and get the required result.
The other cases are considered similarly. o

7. Interpolation

We present a constructive proof of the interpolation theorem for some
logics based on the strategy proposed by Muskens and Wintein [69]. It
was originally applied in the tableau setting for Belnap-Dunn four-valued
logic, as well as for K3 and LP. We applied it also to BSC formalisation of
several four-valued quasi-relevant logics [32]. Here we demonstrate that
it can be used for showing that interpolation holds for some three-valued
paracomplete and paraconsistent logics. Let L € {I', 12, P! P?}.

THEOREM 7.1. For any contingent formulae p,, if ¢ =r 1, then we
can construct an interpolant for I, I* on the basis of proof-search trees
for ¢ =|= and = v |= and an interpolant for P!, P? on the basis of
proof-search trees for =| ¢ = and =|= 1 in suitable BSC-L.
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PrOOF. We will demonstrate the case of BSC-I'; the case of BSC-I?
is identical and the cases of BSC-P! and BSC-P? are dual, so we only
comment on them in the key points. Assume that ¢ =p 1; hence by
completeness we have a cut-free proof of ¢ = 1 |= in BSC-I!. Now
produce complete proof-search trees for ¢ =|= and = v |=. Since
p,? are contingent, they have some nonaxiomatic leaves. Let I =

Ay | I = Xy, ., Ty = Ay | I, = X) be the list of nonaxiomatic
atomic leaves of the proof-search tree for ¢ =|= and ©1 = A, | =1 =
21,...,60, = A, | 5, = 2, such a list taken from the proof-search tree

for = 1 |=. It holds:

Claim 7.1 (1). For any ¢ < k and j < n, I3,0; = Ay, A; | II;, =5 =
%), §2; is an axiomatic clause.

To see this take a tree for ¢ =|= and add v to succedents of all
1-sequents in the tree. Due to context independence of all rules it is
a correct proof-search tree. Now to each leaf I, = A;, ¢ | II; = X
append a tree of = 1 |= but with I'; added to each antecedent and A;
added to each succedent of 1-sequents, and similarly with II; and X; in
all 2-sequents. In the resulting proof-search tree we have leaves of the
form I5,0; = Aj, A | I1;,=; = X;,02; for all i < kand j < n. If at
least one of them is not axiomatic, then ¥ ¢ = ¢ |=. =

Next for every I; = A; | II; = X;,i < k, define the following sets:
FZ(:FZ‘H(UAJ‘UUQ]‘) for j <n

Al =A,NUO; for j <n

Il =1, nJ 2 for j <n

Li=XinUe;ulUE;) forj<n

Since every I5,0; = A;, A; | II;, =; = X;, §2; is axiomatic we are
guaranteed that I7 U AL U IT] U X! # &. Note also that AT(I] U A, U
I, U ) C AT(¢) N AT(%).

Now define an interpolant Int(ip, ) for considered logics. For I' and
I? it has the same form:

ATIAN T4 AV VN A V..V ATLAN =S4 A~V =TTV AY),
where —II means the set of negations of all elements in I7.

For P! and P2, Int(p,) is defined as:
NI AN D5 A =TIV SNV AT AN D A(V =TV E})
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We can show that:
Claim 7.2 (2). Int(p,1) is an interpolant for ¢ =p, 1.

PROOF. As an example, we present the proof for BSC-I'. For the sake
of proof let us recall that BSC-I' consists of the rules characterising
Ao, Ve, —c and —g. However, most of the rules necessary for conduct-
ing the proof are identical with respective rules from BSC-Kj, so the
label C' in their names will be omitted in these cases for easier recog-
nition where the specific rules (concretely (| Vo =) and (|= V¢)) are
required.

Since for every A\ I AN\ ~XIA=(V —II)VV AL) all (negated) atoms are
by definition taken from AT ()N AT (1)) we must only prove that BSC-T!
F @ = Int(p, ) |=, and BSC-I! - Int(p, 1)) = 1 |= (the same for BSC-
I?), and BSC-P! F=| ¢ = Int(p,v) and BSC-P! F=| Int(p,1) =
(and the same for BSC-P?).

Again take a complete proof-search tree for ¢ =|= and add Int(y, 1)
to every succedent of 1-sequent. For every I; = A;, Int(p, ) | II; = X;
apply (= V |) to get

L= A, NI A N-ZF A=\ 11 v \] A, Int(p, )~ | IT; = X,

where Int(p, 1)) ~" is the rest of the disjunction (if any). Applying (= A |)
we obtain three bisequents:

(a) Iy = Ay, NI, Int(ep,90) " | 1T = 5

(¢) Ii = Ai, ~(V I} vV AY), Int(p, )" | IT; = X

Systematically applying (= A |) to (a) we obtain
L= Ay p, Int(p, )" | I = X

for each p € I'} and since I'] C I they are all axiomatic. Similarly with
(b) but now we first obtain Iy = A;, —p, Int(p,v) "¢ | II; = X; for each
p € X!, After the application of (= — |) we obtain I; = A;, Int(p, )" |
p, II; = X; which is axiomatic since X! C X;.

For (c) we first apply (= —|) and obtain

I, = A, Int(@,iﬁ)_i ‘ \/ﬁﬂl, V \/A;,HZ = Y.
By (| V¢ =) we obtain:
\/ I}, I = Ay, Int(o,¢) ™" | IT; = X
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and
\ AL T = A Int(p, )" | II; = X

Systematic application of (V =|) to the latter produces axiomatic bise-
quents
p, [ = Ai, Int(p, )" | II; = X

for each p € Al. Systematic application of (V =|) to the former produces
—p, [} = Ay, Int(p,9) =% | II; = X; for each p € II]. After application
of (— =) they also yield axiomatic sequents. Hence we have a proof of
¢ = Int(p, 1) |=-

We have to do the same with a complete proof-search tree for = ¢ |=
but now adding Int(¢, ) to every antecedent of all 1-sequents in the tree.
For every leaf Int(yp,),0; = A; | Z; = £2; we apply (V = |) to each
disjunct of Int(p,) until we get leaves: A Iy A A-X1 A (V11 V
VA0).6; = A; | 25 = 2 o NTLA AT, A~ TV A7), =
A; | =5 = £2;. To each such leaf we apply (A =|) obtaining bisequents of
the form I, =X/, ~(\/ ~II[ VV A)),0; = A; | = = 2; for i <k,j <n.
In each case the application of (= =|) yields I7,0, = A; | 5 =
02;, X\ -II]v\/ A;. The application of (|= V¢) to \/ =II]V\/ A} yields
I, 0; = A;, V-1, VA, | =; = §2;,X]. Systematic application of
(= V|) and (= —|) gives leaves of the form I}, 0; = A;, A} | II], =; =
;, X7, Since for every i < k,j < n, I;,0; = A, Aj | II;, = = X}, 025 is
axiomatic these primed versions are axiomatic too. Assume the contrary,
then it must be e.g. some p ¢ I such that either p € I; N A; or
p € I; N §2; (or for other pairs generating axioms). But it is impossible
since by definition I') must contain such p (and the same for other cases
of primed sets).

The proof for BSC-I? is identical since the only difference between
these two logics is that I' has Heyting’s negation whereas in I? it is
Kleene’s negation. But the two BSC rules for negation which are used
in the proof are common to both negations.

The proof for P!, P% is dual to the above and uses the slightly different
definition of Int(p,1)) specified above. Again the two logics differ only
with respect to negations, but the rules used in the proof are common
to Bochvar’s and Kleene’s ones. .

Eventually note that this proof may be applied also to other logics
but in some cases it is convenient to extend their languages by addition
of some other negations. This strategy of proving interpolation theorems
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for variety of quasi-relevant four-valued logics was examined in [32]. It
can be successfully applied for three-valued logics as well; for example,
interpolants for some logics can be defined as disjunctions of the following
formulae:

For K3 */\FZ»//\/\—'EQ/\/\—'BA;»/\/\—'B—'H{
For LP — /\HZ(/\/\—!A;/\/\—\HEZ{/\/\—\H—\FZ{
For Gs — AT A (AT =\ 5) A\ —pA!
For Gy — NI ANN-BAAN—52Z AN\ —B-BI n

8. Conclusion

Bisequent calculi can be seen as one of the possible syntactical realiza-
tions of so called Suszko’s thesis [65] in the treatment of many-valued
logics. According to Suszko, every logic is two-valued in the sense that
all values are divided into designated and non-designated, and this is re-
flected in the definition of consequence relation. In the case of bisequent
calculi it is additionally made evident that two possible choices of desig-
nated values can be made. However, on a deeper level, a BSC is similar
to other proposed formalizations mentioned in the Introduction. On
one hand, bisequents resemble several labelled approaches where labels
denote sets of values; a difference is that instead of labels a position of a
formula in a bisequent is crucial, hence the method is strictly syntactical.
On the other hand, there is a similarity with Avron’s [5] and Avron, Ben-
Naim, and Konikowska’s [6] sequent calculi with special rules defined for
negated formulae; a difference is that BSC satisfies ordinary subformula
property and purity conditions to the effect that in the schemata of rules
only one (occurrence of a) connective is involved.

The price is that instead of standard sequents we use a pair of them.
There is one more general difference however. In the case of labelled
calculi or Avron’s SC we have the same input for 1- and 2-logics, whereas
in BSC a different input for both classes of logics is defined; a 1- or
a 2-sequent in a bisequent. A consequence of our choice is that for
every pair of 1- and 2-logics with the same connectives (like e.g. K3 and
LP) the rules and axioms are identical. In contrast, in other mentioned
approaches for such pairs of related logics, the respective calculi must
differ either with respect to some axioms (closure conditions in tableaux)
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or to rules. It seems that our solution where systems differ only with
respect to the input is more natural and uniform.

Notice that the application of BSC may be extended in several ways.
First, it may be applied also to several four-valued logics like B4 proposed
by Belnap [10, 11] and Dunn [19]. Here in addition to 1, 0 we use L for
a gap (no value) and T for a glut (both). Designated values are 1 and
T. The interpretation of bisequents in this setting is: I' = A | II = X
is falsified by h iff all elements of I" are either true or T, all elements of
A are either false or L, all elements of IT are either true or L and all
elements of X are either false or T. BSC for By is like that for K3 with
two differences. Axioms are of the form I" = A | II = X with nonempty
I'nAor II NXY (the case of nonempty I' N X is not an axiom). We
mentioned, that the examination of BSC for a family of quasi-relevant
four-valued logics built on the basis of By has already been provided
[32]. However, in contrast to the case of three-valued logics, in the field
of four-valued ones we are not able to provide a fully uniform approach
which covers logics having only one or three designated values.

Finally notice that the application of BSC may be extended to first-
order languages. In particular, we finish this paper with signalling a
problem which is under investigation: the application of first-order BSC
to formalisation of neutral free logics, and in particular to specific the-
ories of definite descriptions based on Fregean ideas (see e.g. Lehmann
[40], Stenlund [64]). Sequent and tableau calculi for theories of defi-
nite descriptions built on positive and negative free logics have already
been provided in [29, 31, 35], but neutral free logic as the basis has not
been investigated so far. Some proof systems for neutral free logics in
the basic language with simple terms have only been examined in [40]
(tableaux) and [50] (generalised sequent calculus). On top of the latter
we recently provided a cut-free formalisation of the basic free neutral
theory of definite description [34]. The extension of this results to other
non-trivial theories requires further study.
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