
Logic and Logical Philosophy
Volume 32 (2023), 141–158

DOI: 10.12775/LLP.2022.019

A. Figallo-Orellano , M. Pérez-Gaspar
and E. Bárcenas

Fidel Semantics for Propositional and First-Order

Version of the Logic of CG′
3

Abstract. Paraconsistent extensions of 3-valued Gödel logic are studied as
tools for knowledge representation and nonmonotonic reasoning. Particu-
larly, Osorio and his collaborators showed that some of these logics can be
used to express interesting nonmonotonic semantics. CG′

3 is one of these
3-valued logics. In this paper, we introduce Fidel semantics for a certain
calculus of CG′

3 by means of Fidel structures, named CG′

3-structures. These
structures are constructed from enriched Boolean algebras with a special
family of sets. Moreover, we also show that the most basic CG′

3-structures
coincide with da Costa–Alves’ bi-valuation semantics; this connection is
displayed through a Representation Theorem for CG′

3-structures. By con-
trast, we show that for other paraconsistent logics that allow us to present
semantics through Fidel structures, this connection is not held. Finally,
Fidel semantics for the first-order version of the logic of CG′

3 are presented
by means of adapting algebraic tools.
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1. Introduction

In the area of non-monotonic reasoning, authors are interested in the use
of paraconsistent logics in the study of knowledge representation. These
logics provide mathematical bases to define knowledge representation
semantics. For instance, the 3-valued Gödel logic called G3 is adequate
expressing a stable model semantics, also called semantics of Answer Set
Programming [29], which is one of the main semantics in non-monotonic
reasoning. The paraconsistent extension of G3 (called G′

3) proves to
be useful expressing a p-stable semantics, an alternative to the stable

Received February 7, 2021. Accepted April 27, 2022. Published online May 24, 2022

© The Author(s), 2022. Published by Nicolaus Copernicus University in Toruń

http://dx.doi.org/10.12775/LLP.2022.019
https://orcid.org/0000-0001-5844-3371
https://orcid.org/0000-0002-1523-1579


142 A. Figallo-Orellano, M. Pérez-Gaspar and E. Bárcenas

f∨ 0 1 2

0 0 1 2

1 1 1 2

2 2 2 2

f∧ 0 1 2

0 0 0 0

1 0 1 1

2 0 1 2

f→ 0 1 2

0 2 2 2

1 0 2 2

2 0 1 2

f¬

0 2

1 2

2 0

Table 1. Truth functions for the connectives ∨, ∧, →, and ¬ in CG′
3

semantics that in some sense is closer to the semantics defined in classical
logic [28].

Other paraconsistent extensions of 3-valued Gödel logic were studied
by Osorio and his collaborators [25, 26, 28] under the perspective of
mathematical logic. In particular, a paraconsistent logic was defined by
a matrix and called CG′

3 (Table 1), where 1 and 2 are the designated
elements [26].

Later on, Kripke semantics for CG′
3 was presented in [3]; moreover, a

Hilbert calculus for CG′
3 called L was presented in [30]. Other 3-valued

paraconsistent logics were studied by Ciuciura in [6] and [7]. This author
introduced a semantics via bi-valuation functions. Alternatively, Béziau
describes a bi-valuation semantics for other paraconsistent logics [2]. Re-
cently, a family of paraconsistent and paracomplete logics was introduced
in [17]. Furthermore, new paraconsistent logics were presented in [27];
in particular, semantics for paraconsistent extension of 3-valued Gödel
logics is given by means of Fidel structures.

In this paper, we introduce a Fidel semantics for L and prove an
Adequacy Theorem. Moreover, we also show that bi-valuation semantics
is the most basic of Fidel structures for CG′

3. Furthermore, we prove an
Adequacy Theorem for the first-order version of L via first-order Fidel
structures.

2. Preliminaries

Recall that a logic defined over a language S is a system L = 〈For ,⊢L〉,
where For is the set of formulas over S and a relation ⊢L ⊆ P(For)×For ,
where P(A) is the power set of A. The logic L is said to be Tarskian if
it satisfies the following properties for any Γ,Ω ⊆ For and ϕ, β ∈ For :
(1) if α ∈ Γ , then Γ ⊢L α,
(2) if Γ ⊢L α and Γ ⊆ Ω, then Ω ⊢L α,
(3) if Ω ⊢L α and Γ ⊢L β for every β ∈ Ω, then Γ ⊢L α.
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A logic L is said to be finitary if it satisfies the following:

(4) if Γ ⊢L α, then there exists a finite subset Γ∗ of Γ such that Γ∗ ⊢L α.

Let L be a Tarskian logic and let Γ be a set of formulas. Then we
say that Γ is a theory. Besides, Γ is said to be a consistent theory if
there is ϕ such that Γ 0L ϕ. We also say that Γ is non-trivial maximal
consistent theory with respect to ϕ, if Γ, ψ ⊢L ϕ for any ψ /∈ Γ .

On the other hand, a logic is said to be standard if it is Tarskian
and a finitary system. Furthermore, let L be a Tarskian logic, a set
of formulas Γ is said to be closed in L, or a closed theory of L, if the
following holds for any formula ψ: Γ ⊢L ψ if and only if ψ ∈ Γ .

Straightforward from the very definitions we obtain:

Lemma 2.1. Any non-trivial maximal consistent set of formulas with

respect to ϕ in L is closed, provided that L is Tarskian.

From [31, Theorem 2.22] or [4, Chapter 2] we get:

Lemma 2.2 (Lindenbaum–Łoś Lemma). Let L be a standard logic and

let Γ ∪ {ϕ} be a set of formulas such that Γ 0L ϕ. Then, there exists a

set of formulas Ω such that Γ ⊆ Ω which is Ω maximal non-trivial with

respect to ϕ in L.

In order to give a complete presentation of our paper and for readers
not familiar with algebraic logic techniques, we briefly summarize some
well-known results about Boolean algebra theory.

First, recall that a Boolean algebra A is an algebra in the signature
{∨,∧,′ , 0, 1}. Every Boolean algebra has a {∨,∧,′ }-reduct of bounded
distributive lattice and the unary operator ′ : A → A that verifies 1 =
x ∨ x′ = 1 and 0 = x ∧ x′. As expected, we can define implication as
follows: x → y = x′ ∨ y.

For a given Boolean algebra A and D ⊆ A, we say that D is a
deductive system of A if: (D1) 1 ∈ D; and (D2) if x, x → y ∈ D then
y ∈ D. Deductive systems play the same role that filters. D(A) denotes
the set of all deductive systems of A, this ordered set by the inclusion is
a bounded distributive lattice. Then, we have the following lemma.

Lemma 2.3. Let A be a Boolean algebra and let Con(A) be the set of

all congruences of A. Then, there is a lattice-homomorphism between

the lattice of D(A) and Con(A), where R(D) = {(x, y) ∈ A×A : x → y,
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y → x ∈ D} is the associated relation to the deductive system D and

the class of 1 by the congruence Θ verifies 1Θ is a deductive system.

Monteiro presented several techniques to study the congruence for a
given algebra by means of their deductive systems. In particular, he pre-
sented a characterization of maximal congruences in certain semisimple
varieties via deductive systems tied to some element in the following way.

Definition 2.4 ([21]). Let A be a Boolean algebra, D ∈ D(A) and
p ∈ A. We say that D is a deductive system tied to p if p /∈ D and for
any D′ ∈ D(A) such that D ( D′, then p ∈ D′.

Now, for a given Boolean algebra A, a deductive system D of A is
said to be maximal if for every deductive system M such that D ⊆ M ,
then M = A or M = D. Thus, we have the following lemma:

Lemma 2.5 ([21]). Let A be a Boolean algebra and let D be a deductive

system of A. Then, D is a maximal if and only if there exists p /∈ D
such that D is a deductive system tied to p.

From universal algebras results, we have that for a given maximal
deductive system D of a Boolean algebra A, there is a homomorphism
h : A → 2 such that h−1({1}) = D, where 2 is the two-chain Boolean
algebra. Moreover, the class of Boolean algebras is a variety which is
generated by 2.

It is worth mentioning that Definition 2.4 and Lemma 2.5 will be used
in the completeness proof for the propositional and the first-order logic
w.r.t. Fidel semantics. In this proof, we will adapt algebraic techniques
provide in [15] and [16] to the setting of Fidel structures. It is important
to note that Fidel structures are not algebras in the universal algebra
sense. Recently, the mentioned algebraic techniques were also applied
to the first-order version of the logic G′

3, but in this case, Coniglio et al.

presented algebraic semantics for this quantified logic [9].

3. Fidel semantics for the calculus L of CG′

3

In this section, we will present a new semantics for the logic L of CG′
3.

Firstly, recall that logic L was introduced by Pérez-Gaspar et al. in [30]
as a formal axiomatic theory for CG′

3 formed by the primitive logical
connectives: ¬, → and ∧. Some logical connectives defined in terms of
the primitive ones are:
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∼ϕ := ϕ → (¬ϕ ∧ ¬¬ϕ)
∇ϕ := ∼∼ϕ ∧ ¬ϕ

ϕ ∨ ψ :=
(

(ϕ → ψ) → ψ
)

∧
(

(ψ → ϕ) → ϕ
)

ϕ ↔ ψ := (ϕ → ψ) ∧ (ψ → ϕ)

Well-formed formulas are constructed as usual. The axiom schemas are:

Pos1: ϕ → (ψ → ϕ)
Pos2:

(

ϕ → (ψ → σ)
)

→
(

(ϕ → ψ) → (ϕ → σ)
)

Pos3: (ϕ ∧ ψ) → ϕ
Pos4: (ϕ ∧ ψ) → ψ
Pos5: ϕ →

(

ψ → (ϕ ∧ ψ)
)

Peirce’s law:
(

(ϕ → ψ) → ϕ
)

→ ϕ
Cw1: ϕ ∨ ¬ϕ
E2: ¬¬(ϕ → ψ) ↔

(

(ϕ → ψ) ∧ (¬¬ϕ → ¬¬ψ)
)

E3: ¬¬(ϕ ∧ ψ) ↔ (¬¬ϕ ∧ ¬¬ψ)
WE: ¬¬ϕ → (¬ϕ → ψ)

and Modus Ponens (MP) is only inference rule defines the logic L. We
use Λ ⊢L λ to mean that there exists a deduction of λ in L having as
hypothesis a set of formulas Λ.

As we can notice, the list of axioms given above has only the first five
axioms of the positive fragment of intuitionistic logic as well as Peirce’s

law, Cw1, E2, E3 and the axiom WE. The next theorem sates some basic
but useful properties of the formal theory L. The proof of the following
theorem is straightforward from the very definition of Λ ⊢L λ.

Theorem 3.1 ([30]). For any sets Γ , ∆ of formulas and any formulas

ϕ, ψ, the following properties hold in L:

Monotonicity If Γ ⊢L ϕ then Γ ∪∆ ⊢L ϕ
Deduction Theorem Γ , ϕ ⊢L ψ if and only if Γ ⊢L ϕ → ψ
Rules-AND Γ ⊢L ϕ ∧ ψ if and only if Γ ⊢L ϕ and Γ ⊢L ψ
Cut If Γ ⊢L ϕ and ∆,ϕ ⊢L ψ then Γ ∪∆ ⊢L ψ

Using Pos1–Pos5, MP and Deduction Theorem we obtain:

Lemma 3.2. ([30]) For any formulas ϕ, ψ, σ and ξ, the following are

theorems in L:

(a) ⊢L ϕ → ϕ
(b) ϕ → ψ, ψ → σ ⊢L ϕ → σ
(c) ϕ → ψ, σ → ξ ⊢L (ϕ ∧ σ) → (ψ ∧ ξ)
(d) ⊢L (ϕ → (ψ → γ)) → ((ϕ ∧ ψ) → γ)
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(e) ϕ → (ψ → γ) ⊢L ψ → (ϕ → γ)
(f) ⊢L (ϕ ∧ ψ) ↔ (ψ ∧ ϕ)
(g) ⊢L ϕ →

(

(ϕ → ψ) → ψ
)

(h) ϕ → σ, (ϕ → ψ) → σ, σ → ψ ⊢L σ

From [30] we obtain that the following results hold in L.
Pos6: ϕ → (ϕ ∨ ψ)
Pos7: ψ → (ϕ ∨ ψ)
Pos8: (ϕ → σ) →

(

(ψ → σ) → (ϕ ∨ ψ → σ)
)

Cw2: ¬¬ϕ → ϕ
CG′3: ∇ϕ → ϕ
E1: (¬ϕ → ¬ψ) ↔ (¬¬ψ → ¬¬ϕ)
ON: ¬ϕ ↔ ¬¬¬ϕ
SPC: Γ, ϕ ⊢L ψ and Γ,¬ϕ ⊢L ψ if and only if Γ ⊢L ψ

Theorem 3.3 (Soundness-Completeness, [30]). For any formula ϕ, ϕ is

a theorem of L if and only if ϕ is a tautology of CG′
3.

3.1. A new semantics

In [14], Fidel presented for the first time semantics for several da Costa’s
logics, namely, Cn and Cω, [10]. This kind of semantics was also pre-
sented for Paraconsistent Nelson’s logic by Odintsov as we can see in
Section 3 of his paper [24]. In the sequel, we will introduce Fidel struc-
tures for L called, for short, CG′

3-structures.

Definition 3.4. A CG′
3-structure is a system 〈A, {Nx}x∈A〉 where A is

a Boolean algebra and {Nx}x∈A is a family of subset of A such that the
following conditions hold for any x ∈ A:

(i) x ∨ x′ = 1 for each x′ ∈ Nx,
(ii) for any x′ ∈ Nx there is x′′ ∈ Nx′ such that x′′ ∧ x′ = 0,

(iii) for any x, y ∈ A, there are x′ ∈ Nx, y′ ∈ Ny, x′′ ∈ Nx′ , y′′ ∈ Ny′ ,
z′ ∈ Nx∧y and z′′ ∈ Nz′ such that z′′ = x′′ ∧ y′′.

(iv) for any x, y ∈ A, there are z′ ∈ Nx→y, z′′ ∈ Nz′ , x′ ∈ Nx, y′ ∈ Ny,
x′′ ∈ Nx′ , y′′ ∈ Ny′ such that z′′ = (x → y) ∧ (x′′ → y′′).

As an example of CG′
3-structure, we can take a Boolean algebra A

and the set Ns
x = {y ∈ A : x∨y = 1}. Then, the structure 〈A, {Ns

x}x∈A〉
will be called a saturated CG′

3-structure. For the sake of brevity, we
denote 〈A, N〉 and 〈A, Ns〉 instead of 〈A, {Nx}x∈A〉 and 〈A, {Ns

x}x∈A〉.
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On the other hand, we denote by Fm the absolutely free algebra of
formulas and, as usual, we can define a congruence relation over Fm as
follows: α ≡ β iff ⊢L (α → β) ∧ (β → α). Since L has the axiom of posi-
tive classical propositional calculus, we have that ≡ is a congruence w.r.t.
the connectives ∨, ∧ and →. Now, we denote by Lω the Lindenbaum-
Tarski algebra Fm|≡ where |α| ∧ |β| = |α ∧ β|, |α| ∨ |β| = |α ∨ β|,
|α| → |β| = |α → β| and we have that |α| ≤ |β| iff ⊢L α → β. Thus,
〈Lω,∧,∨,→, 1〉 is the free Boolean algebra taking 0 as |¬(α → α)|. Now,
let us define N|α| for each formula α as follows: N|α| = {|¬β| : β ≡ α}
where the negation ¬ is given by the language of CG′

3 and it is clear that
the relation ≡ is not compatible with ¬.

From the latter, we have that 〈Lω, {N|α|}α∈Fm〉 is a CG′
3-structure.

This idea of taking the Lindenbaum-Tarski algebra of a fragment of the
logic was developed by Fidel in [14] for the calculus Cω and Cn (n < ω).
Later on, this was adapted to non-algebraizable extensions of Cω in [27].

Definition 3.5. The CG′
3-structure 〈A, {Nx}x∈A〉 is said to be a sub-

structure of the CG′
3-structure 〈B, {N ′

x}x∈B〉 if A is a subalgebra of B

and Nx ⊆ N ′
x holds for x ∈ A.

It is easy to see that each CG′
3-structure 〈A, {Nx}x∈A〉 is a substruc-

ture of the saturated structure 〈A, {Ns
x}x∈A〉 defined before.

Definition 3.6. Let 〈A, {Nx}x∈A〉 and 〈B, {N ′
y}y∈B〉 be two CG′

3-
structures. The function h : A → B is said to be a CG′

3-homomorphism
if h is a Boolean homomorphism such that h(Nx) ⊆ N ′

h(x) for every

x ∈ A. Besides, we say that h is onto CG′
3-homomorphism if h(A) = B

such that h(Nx) = N ′
h(x), and we say h is a CG′

3-isomorphism if h is

a bijective CG′
3-homomorphism;i.e., h is bijective function and, at the

same time, homomorphism.

The following proposition immediately follows from Birkhoff’s sub-
directly irreducible representation for Boolean algebras see for instance
[see, e.g., 1] and Definitions 3.5 and 3.6:

Proposition 3.7 (Representation Theorem). Any CG′
3-structures 〈A,

{Nx}x∈A, 〉 is CG′
3-isomorphic to a CG′

3-substructure of 〈2X , Ns〉 for a

certain non-empty set X , where 2X is the functional algebra, which is

defined in a standard way.
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Definition 3.8. We say that a function v : Fm → 〈A, {Nx}x∈A〉 is a
CG′

3-valuation, if for any formulas ϕ and ψ the following conditions
hold:

(v1) v(ϕ) ∈ A where ϕ is atomic formula,
(v2) v(ϕ#ψ) = v(α)#v(ψ) where # ∈ {∧,∨,→},
(v3) v(¬ϕ) ∈ Nv(ϕ),
(v4) v(¬¬(ϕ → ψ)) = v(ϕ → ψ) ∧ v(¬¬ϕ → ¬¬ψ),
(v5) v(¬¬(ϕ ∧ ψ)) = v(¬¬ϕ ∧ ¬¬ψ)

For us, a formula α will be semantically valid, written � α, if, for
each CG′

3-structure 〈A, {Nx}x∈A〉 and for every CG′
3-valuation v, we

have that v(α) = 1. Moreover, we write Γ � α if, for each CG′
3-structure

〈A, {Nx}x∈A〉 and for each CG′
3-valuation v, v(γ) = 1 for every γ ∈ Γ ,

then v(α) = 1.

We say that ϕ is derivable from Γ in L, denoted as Γ ⊢ ϕ, if there
exists a derivation of ϕ from Γ in L; and, it is defined in the usual way.
Moreover, it is not hard to see that 〈L,⊢〉 is a Tarskian and finitary logic
(see Section 2). Now, we can prove the following lemma.

Lemma 3.9 ([15, 16]). Let Γ be a non-trivial maximal set with respect

to ϕ in L. Let Γ |≡ = {|α| : α ∈ Γ} be a subset of the support of Boolean

algebra Fm|≡. Then:

1. If α ∈ Γ and |α| = |β|, then β ∈ Γ ,

2. Γ |≡ is a deductive system of Fm|≡. Also, if |ϕ| /∈ Γ |≡ and for any

deductive system D which contains properly to Γ |≡, then |ϕ| ∈ D.

In the next corollary, we will consider the saturated structure over 2

that we denote by 〈2, N〉:

Corollary 3.10. Let Γ ∪ {ϕ} ⊆ Fm and Γ is a non-trivial maximal set

with respect to ϕ in L. Then there exists a valuation v : Fm → 〈2, N〉
such that: v(ϕ) = 1 iff α ∈ Γ .

Proof. Taking into account Lemma 3.9, we know that Γ |≡ is a maximal
deductive system of Fm|≡. Then, we have there is a Boolean homomor-
phism h : Fm|2 → 2 (see Section 2) such that h−1({1}) = Γ |2. Now,
consider the canonical projection π : Fm → Fm|2 defined by π(α) = |α|.
Now, it is enough to take v = h ◦ π to end the proof. ⊣

We can now prove the following Adequacy Theorem.
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Theorem 3.11. for any set Γ of formulas and any formula α of L,

Γ ⊢L α if and only if Γ � α.

Proof. Suppose Γ ⊢L ϕ, then there exists α1, . . . , αn a derivation of
ϕ from Γ . If the length of the derivation is n = 1 then, ϕ is an axiom
or ϕ ∈ Γ ; in both cases, it is easy to see that Γ � ϕ. Let us suppose
as induction hypothesis that Γ � αi with 1 ¬ i < n, then there exists
{j, k1, . . . , km} ⊆ {1, . . . , i− 1} such that αk1

, . . . , αkm
is a derivation of

αj → ϕ. Besides, suppose that ϕ is obtained by applying (MP). From
the induction hypothesis, we have v(αj → ϕ) = 1 for every valuation,
but fixed v and then, v(αj) → v(ϕ) = 1. Since j < i then v(αj) = 1.
Therefore, 1 → v(ϕ) = 1 and so, v(ϕ) = 1. Then, Γ � ϕ.

Conversely, let us suppose Γ 0L ϕ. So, from Lindenbaum–Łoś lemma,
there exists a Ω maximal consistent theory such that Γ ⊆ Ω and Ω 0L ϕ.
Let us consider the quotient algebra A := Fm|Ω, where [α]Ω = {β ∈ Fm :
Ω ⊢L α → β,Ω ⊢L β → α} is the class of α by Ω. According to Lemma
3.9, it is not hard to see that A is a Boolean algebra, and the canonical
projection q : Fm → A such that q(α) = [α]Ω is a homomorphism of
algebras. Consider now the saturated CG′

3-structure 〈A, {Nx}x∈A〉, and
so the function v : Fm → 〈A, {Nx}x∈A〉 defined by v(α) = [ψ]Ω is a CG′

3-
valuation. Thus, we have [ψ]Ω = 1 iff Ω ⊢L ψ; but v(ϕ) = [ϕ]Ω 6= 1,
which is a contradiction. ⊣

3.2. Bi-valuation semantics as the most basic Fidel structure

The bi-valuation semantics was considered for the first time in [11] in
order to present a semantics for da Costa’s logics Cn (n < ω) [see 10].
More recently, Ciuciura presented this kind of semantics for Sette’s P1

logic and a new hierarchy of the paraconsistent calculi introduced by
him in [7, 8]. In this part of the paper, we firstly present this kind of
semantics for the logic L; and secondly, we will show that it is a special
case of a Fidel structure.

Definition 3.12. Let v be a function from Var into {0, 1}, the function
v is said to be a CG′

3-bi-valuation if the following conditions hold:

(i) v(α ∧ β) = 1 iff v(α) = 1 and v(β) = 1,
(ii) v(α ∨ β) = 1 iff v(α) = 1 or v(β) = 1,

(iii) v(α → β) = 1 iff v(α) = 0 or v(β) = 1,
(iv) v(α) = 0 implies v(¬α) = 1,
(v) v(¬α) = 1 implies v(¬¬α) = 0,
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(vi) v(¬¬(α ∧ β)) = 1 iff v(¬¬α) = 1 and v(¬¬β) = 1,
(vii) v(¬¬(α → β)) = 1 iff v(α → β) = 1 and v(¬¬α → ¬¬β) = 1.

It is worth noting that conditions (i) to (iv) were first considered in
[11, Lemma 3] to describe a bi-valuation semantics for Cn. Now, we will
see that a CG′

3-bi-valuation has only one CG′
3-structure associated.

Lemma 3.13. Any CG′
3-bi-valuation v is {∨,∧,→}-homomorphism from

Var into 2. moreover, v is a CG′
3-valuation over the saturated and,

structure 〈2, N〉.

Proof. Taking a CG′
3-bi-valuation v, it is not hard to see that from

conditions (i), (ii) and (iii) of Definition 3.12, we have that h is a Boolean
homomorphism. Now, from conditions (iv) to (viii) and taking N =
{0, 1}, in view Definition 3.4, we have that v is a CG′

3-valuation. ⊣

Conversely, let us consider a CG′
3-bi-valuation v. It follows immedi-

ately from the very definitions that v is a CG′
3-bi-valuation. To prove

the Adequacy Theorem, we need to define semantical consequence for
this case as follows: a formula α will be semantically valid, written � α,
if, for every CG′

3-bi-valuation v, we have that v(α) = 1. Moreover, we
write Γ �BV α if, for each CG′

3-bi-valuation v, v(β) = 1 for every β ∈ Γ ,
then v(α) = 1. Then, we have the following Adequacy Theorem:

Theorem 3.14. Foe any set Γ of formulas and any formula α of L,

Γ ⊢L α if only if Γ �BV α.

Proof. The necessary condition follows immediately from Theorem
3.11 and Lemma 3.13.

Conversely, suppose Γ �BV α. Now, let us consider 〈M , N〉 a
fixed CG′

3-structure and an arbitrary CG′
3-valuation v′ : Var → 〈M , N〉.

Thus, from Proposition 3.7, there is one-to-one CG′
3-homomorphism

e : 〈M , N〉 → 〈2X , Ns〉 for some non-empty set X . Taking v = e ◦ v′, we
have a valuation v(i) : Var → {1, 0} such that v(α)(i) = (e ◦ v′)(α)(i),
for every i ∈ X . Hence, by hypothesis we infer that v(γ)(i) = 1 with
γ ∈ Γ , then v(α)(i) = 1, for every i ∈ X . From the latter and the fact
that e is a one-to-one algebraic homomorphism, we have that v′(γ) = 1
with γ ∈ Γ , then v′(α) = 1. Therefore, according to Theorem 3.11, we
have Γ ⊢L α. ⊣

It is important to note that Proposition 3.7 allows us to give a bi-
valuation semantics. In contrast, the Representation Theorems given in
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[27] do not permit us to display bi-valuation semantics because the rep-
resentations are built on Heyting algebras that are not Boolean algebras.
On the other hand, bi-valuation semantics [19] and Fidel semantics [14],
were given for da Costa’s logic Cω, for this case the relation showed in
this subsection does not hold either. On the contrary, it is possible to
see that the most basic Fidel structure for Cn given in [14] is in fact the
da Costa–Alves’ bi-valuations semantics given in [11].

4. Fidel semantics for the first-order version of L

In this section, we introduce a first-order version of L logic and give an
Adequacy Theorem for this calculus by adapting the algebraic technique
given in [15, 16]. Consider the symbols ∀ (universal quantifier) and ∃ (ex-
istential quantifier), together with commas and parenthesis as the punc-
tuation marks. Let Var = {v1, v2, . . .} be a denumerable set of individual

variables. A first-order signature is a triple Θ = 〈C, {Fn}n∈N, {Pn}n∈N〉
such that:
• C is a set of individual constants;
• for each n ­ 1, Fn is a set of function symbols of arity n,
• for each n ­ 1, Pn is a set of predicate symbols of arity n.
As usual, it will be assumed that Θ has at least one predicate symbol in
order to have a non-empty set of formulas.

The notions of bound and free variables inside a formula, closed
terms, closed formulas (or sentences), and of term free for a variable
in a formula are defined as usual [see 20]. We denote by TerΘ and FmΘ

the set of terms and the set of first-order formulas over Θ, by using the
connectives in Σ, respectively. Given a formula ϕ, the formula obtained
from ϕ by substituting every free occurrence of a variable x by a term t
will be denoted by ϕ(x/t).

Definition 4.1. Let Θ be a first-order signature. The logic QL over Θ
is defined by the Hilbert calculus obtained by extending L expressed in
the language FmΘ by adding the following:

Axiom schemas:
(Ax14) ϕ(x/t) → ∃xϕ if t is a term free for x in ϕ
(Ax15) ∀xϕ → ϕ(x/t) if t is a term free for x in ϕ

Inference Rules:

(∃In)
ϕ → ψ

∃xϕ → ψ
where x does not occur free in ψ
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(∀In)
ϕ → ψ

ϕ → ∀xψ
where x does not occur free in ϕ

A Θ-structure for QL is a triple A = 〈U, 〈A, {Nx}x∈A〉, ·A〉 such that
U is a non-empty set, 〈A, {Nx}x∈A〉 is a complete CG′

3-structure (i.e. A

is a complete Boolean algebra) and ·A is an interpretation map which
assigns:

• to each individual constant c ∈ C, an element cA of U ;
• to each function symbol f of arity n, a function fA : Un → U ;
• to each predicate symbol P of arity n, a function PA : Un → A.

Given a Θ-structure A for QL, an assignment over A is a function
s : Var → U . Given s and a ∈ U , let s[x → a] be the assignment
such that s[x → a](x) = a and s[x → a](y) = s(y) for every x 6= y. A
Θ-structure A and an assignment s induce an interpretation map [[·]]As
for terms and formulas defined as follows:

[[x]]As = s(x) if x ∈ Var ,

[[c]]As = cA if c ∈ C,

[[f(t1, . . . , tn)]]As = fA([[t1]]As , . . . , [[tn]]As ), if f ∈ Fn,

[[P (t1, . . . , tn)]]As = PA([[t1]]As , . . . , [[tn]]As ), if P ∈ Pn,

[[φ#ϕ]]As = [[φ]]As #[[ϕ]]As for # ∈ {∧,∨,→},

[[¬ϕ]]As ∈ N[[ϕ]]A
s

,

[[∀xϕ]]As =
∧

a∈U

[[ϕ]]As[x→a],

[[∃xϕ]]As =
∨

a∈U

[[ϕ]]As[x→a],

[[α]]A
s[x→[[t]]A

s
] = [[α(x/t)]]As .

We call the last condition a substitution condition and it is clear that for
the algebraic presentation of the first-order logics this condition holds.
Moreover, this condition also holds for {¬}-free formulas of QL, but it is
not the case for formulas that contain the operation ¬. The substitution
condition is essential to prove the Soundness Theorem as we will see.

First, we say that A and s satisfy a formula ϕ, denoted by A � ϕ[s],
if [[ϕ]]As = 1. On the other hand, ϕ is true in A if A � ϕ[s] for every s. We
say that ϕ is a semantical consequence of Γ in QL, denoted by Γ � α,
if, for any structure A: if any ψ ∈ Γ is true in A, then α is true in A.
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The following proof is exactly the same for algebraizable logics but
we will describe it for the paper completeness.

Theorem 4.2 (Soundness for QL). For any set Γ of formulas and any

formula ϕ of FmΘ, if Γ ⊢L ϕ then Γ � ϕ.

Proof. Consider a given structure A = 〈U, 〈A, {Nx}x∈A〉, ·A〉. It is
enough to prove the following facts: the axioms (Ax14) and (Ax15) are
true in A, and the inference rules (∃In) and (∀In) preserve truth in A.

(Ax14) and (Ax15): Suppose that ϕ is α(x/t) → ∃xα, and let s be
an assignment. Then, by substitution condition, [[ϕ]]As = [[α]]A

s[x→[[t]]A
s

] →

[[∃xα]]As . It is clear that [[α]]A
s[x→[[t]]A

s
] ≤

∨

a∈U [[α]]As[x→a], hence [[α(x/t)]]As
≤ [[∃xα]]As . Therefore [[α(x/t) → ∃xα]]As = 1. The validity of (Ax15) is
proved analogously.

(∃In): Let α → β such that x is not free in β, and let ϕ = ∃xα → β.
Suppose that that [[α → β]]As = 1 for every s, and fix an assignment
s. By definition, [[ϕ]]As = [[∃xα]]As → [[β]]As =

∨

a∈U [[α]]As[x→a] → [[β]]As .

By hypothesis, [[α]]As′ ≤ [[β]]As′ for every s′. In particular, [[α]]As[x→a] ≤

[[β]]As[x→a] = [[β]]As for every a ∈ U , since x is not free in β. So,
∨

a∈U [[α]]As[x→a] → [[β]]As = [[∃xα → β]]As = [[ϕ]]As = 1.

The preservation of truth by the rule (∀In) is proved analogously. ⊣

Now, let us consider the relation ≡ defined by α ≡ β iff ⊢L α → β
and ⊢L α → β where α and β are formulas. Then, from the axioms of L
(see Section 3), we have that the algebra FmΘ|≡ is a Boolean algebra, the
proof is exactly the same as in the propositional case. The equivalence
class of a formula α w.r.t. ≡ will be denoted by α.

It is clear that QL is a Tarskian logic and it is possible to consider
the notion of set of maximal non-trivial formulas w.r.t some formula ϕ
and the notion of closed theories is defined in the same way as the propo-
sitional case, see Section 2. Therefore, we have that the Lindenbaum-
Łoś’ Lemma holds for QL. Then, we have the following:

Lemma 4.3 ([15, 16]). Let Γ be a maximal non-trivial set w.r.t. ϕ in

QL. Let Γ |≡ = {α : α ∈ Γ} be a subset of the Boolean algebra FmΘ|≡.

Then:

1. If α ∈ Γ and α = β, then β ∈ Γ . If α ∈ Γ |≡, then ∀xα, ∃xα ∈ Γ |≡.

2. Γ |≡ is a deductive system of FmΘ|≡. Also, if ϕ /∈ Γ |≡ then, for any

closed deductive system D containing properly to Γ |≡, it is the case

that ϕ ∈ D.
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Remark 4.4. It is worth mentioning that item 2. of last the lemma
states that Γ |≡ is a maximal deductive system. Besides, we know that
FmΘ|≡ is a Boolean algebra, and for every Γ maximal non-trivial w.r.t.
ϕ we have that Γ |≡ is a maximal deductive system of FmΘ|≡.

From the last remark and results of Boolean algebra Theory (see Sec-
tion 2), there is a homomorphism h : FmΘ|≡ → 2 such that h−1({1}) =
Γ |≡, see Proposition 3.7. Thus, if we consider the canonical projection
π : FmΘ → FmΘ|≡, there is a homorphism f : FmΘ → 2 defined by
f = h ◦ π such that f−1({1}) = Γ . Observe that f(α) = h(α) where α
denotes the class of α by ≡.

Theorem 4.5 (Completeness for sentences of QL w.r.t. the class of
CG′

3-structures). For any set Γ of closed formulas an any closed formula

ϕ over Θ, Γ � ϕ implies that Γ ⊢L ϕ.

Proof. Let us suppose that Γ 0L ϕ. Then, there is an M maximal
non-trivial w.r.t. ϕ such that Γ ⊆ M . Hence, α ∈ M for every α ∈ Γ
and ϕ /∈ M . Now, let us consider the algebra A := FmΘ|≡M

defined by
the congruence α ≡M β iff (α → β), (β → α) ∈ M . Hence, it is not hard
to see that A is the two-chain Boolean algebra in virtue of Remark 4.4
and properties for Boolean algebras given in Section 2. Besides, it is
easy to see that if [α]M denotes the equivalence class in A of the formula
α then: [α]M ≤ [β]M iff α → β ∈ M .

Let us consider the canonical structure A = 〈U, 〈A, {Nx}x∈A〉, ·A〉
such that U is the set TerΘ of terms over Θ and 〈A, {Nx}x∈A〉 is the
saturated CG′

3-structure over A. Now, for every term t consider its name
t̂ as a constant of Θ. Assume that, if t̂ is a constant, then t̂A := t, and
if f ∈ Fn, then fA(t1, . . . , tn) := f(t1, . . . , tn). From this, it follows
that, for any t ∈ U and any assignment s, [[t]]As = t. On the other
hand, if P ∈ Pn, assume that the mapping PA is defined as follows:
PA(t1, . . . , tn) = [P (t1, . . . , tn)]M . It is not hard to see that [[α]]As = [α]M
for every closed formula α and every s. Now, if we have [[ψ(x/h)]]As , then
we define s(x) = [[h]]As where h is a term or a constant given by a term.
So, it is not hard to see that [[ψ(x/t̂)]]As = [[ψ(x/t)]]As for every formula
ψ(x) and every term t.

Suppose now that α is ∃xβ. By axiom (Ax14), for every t ∈ U ,
β(x/t̂) → α ∈ M and so [β(x/t̂)]M ≤ [α]M . By induction hypothesis, we
have that [β(x/t̂)]M = [[β(x/t̂)]]As = [[β(x/t)]]As . Thus, [β(x/t)]M ≤ [α]M ,
for every t ∈ U . Now, let ψ be a sentence such that [β(x/t)]M ≤ [ψ]M
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for every term t ∈ U and so [β(x/t̂)]M ≤ [ψ]M for every term t ∈ U . In
particular, [β(x/x̂)]M ≤ [ψ]M and then, [β(x)]M ≤ [ψ]M . This means
that β(x) → ψ ∈ M . Since x does not occur freely in ψ then, by
(∃In), α → ψ ∈ M . This means that [α]M ≤ [ψ]M and so [α]M =
∨

t∈U [β(x/t)]M . Analogously, but now by using (Ax15) and (∀In), it is
proved that [[α]]As = [α]M for α = ∀xβ. So, [[·]]As is an interpretation
associated with s. Besides, [[α]]Aµ = [[α]]As for every closed formula α ∈ M
and every assignment µ. Thus, A is a Θ-structure for QL such that, for
every closed formula α, α is true in A iff α ∈ M . From this we have that
Γ 2 ϕ. ⊣

Given a formula α, the set of variables that occur freely in α is
{x1, . . . , xn} The universal closure of α is the closed formula (∀α) given
by α, if n = 0, or otherwise ∀x1 . . .∀xnα. Then, the completeness the-
orem of QL for arbitrary formulas can now be easily obtained from the
last result:

Theorem 4.6 (Completeness of QL w.r.t. the class of CG′
3-structures).

For any set Γ of formulas and any formula ϕ over Θ, Γ � ϕ implies that

Γ ⊢L ϕ.

Proof. By (Ax15) and (∀In) it is easy to prove that α ⊢L (∀)α and
(∀)α ⊢L α, for every formula α. On the other hand, by definition of
�, it is not hard to see that α � α and (∀)α � α, for every formula
α. Then, for every Γ ∪ {ϕ}: Γ ⊢L ϕ iff (∀)Γ ⊢L (∀)ϕ, and Γ � ϕ iff
(∀)Γ � (∀)ϕ, where (∀)Γ = {(∀)β : β ∈ Γ}. Thus, the desired result
follows immediately from Theorem 4.5. ⊣

5. Conclusions and further research perspectives

In this paper, we described a semantics by means of Fidel structures for
the propositional and the first-order version of L showing that for the
propositional case these structures are in fact a generalization of the bi-
valuations semantics. This work opens the possibility of applying all the
machinery developed for the bi-valuation semantics [see 5] to the scope of
Fidel structures. In contrast, we have shown that for other logics as Cω

and their non-algebraizable extension given in [27], the relation between
Fidel structures and bi-valuations semantics simply does not hold.

In this setting, we can say that the model theory for the first-order
version of the logic J3 was developed by D’Ottaviano in [12, 13]. This
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was generalized to n-valued Łukasiewicz logic in [22, 23], where one can
see, among others, the proof of Craig Interpolation Theorem. These
studies are given using algebraic technique tools. On the other hand, it
is not hard to see that J3 is equivalent to L. As future work, we are
interested in exploring the model theory using Fidel structures for the
first-order version of L.

Other studies of Model Theory for first-order Intuitionistic logic were
given by Fitting in [18] by means of Kripke semantics; in particular, the
proof of Craig Interpolation Theorem was presented. It is possible to
see that L has a Kripke semantics applying the result from [3], then
we are interested in presenting semantics for the first-order version of
L and developing its model theory. Clearly, we first need to give a
corresponding Adequacy theorem for QL w.r.t. Kripke-like semantics.

Acknowledgments. The authors would like to thank the anonymous
referees for their pertinent observations. These helped to improve the
presentation of the paper. Figallo-Orellano acknowledges the support of
a fellowship grant 2016/21928-0 from São Paulo Research Foundation
(FAPESP), Brazil. Pérez-Gaspar was financially supported by a post-
doctoral fellowship grant from Consejo Nacional de Ciencia y Tecnología
(CONACYT), Mexico. This work was partially supported by UNAM-
PAPIIT IA105420 and IA104122.

References

[1] Burris, S., and H. Sankappanavar, A Course in Universal Algebra, Grad-
uate Texts in Mathematics, vol. 78, Springer, 1981.

[2] Béziau, J-Y., “The paraconsistent logic Z: A possible solution to
Jaśkowski’s problem”, Logic and Logical Philosophy, 15, 2 (2006): 99–111.
DOI: 10.12775/LLP.2006.006

[3] Borja-Macías, V., and M. Pérez-Gaspar, “Kripke-type semantics for CG′
3”,

Electronic Notes in Theoretical Computer Science, 328 (2016): 17–29.

[4] Carnielli, W., and M. Coniglio, Paraconsistent Logic: Consistency, Con-

tradiction and Negation, vol. 40, Logic, Epistemology, and the Unity of
Science, Basel, Switzerland: Springer International Publishing, 2016. DOI:
10.1007/978-3-319-33205-5

[5] Carnielli, W. A., M. E. Coniglio, R. Podiacki and T. Rodrigues, “On the
way to a wider model theory: Completeness theorems for first-order logics
of formal inconsistency”, The Review of Symbolic Logic, 7, 3 (2014): 548–
578. DOI: 10.1017/S1755020314000148

https://doi.org/10.12775/LLP.2006.006
http://dx.doi.org/10.1007/978-3-319-33205-5
http://dx.doi.org/10.1017/S1755020314000148


Fidel semantics for propositional . . . 157

[6] Ciuciura, J., “Paraconsistency and Sette’s calculus P1”, Logic and Logical

Philosophy, 24 (2015): 265–273. DOI: 10.12775/LLP.2015.003

[7] Ciuciura, J., “Sette’s calculus P1 and some hierarchies of paraconsistent
systems”, Journal of Logic and Computation, 30, 5 (2020): 1109–1124.

[8] Ciuciura, J., “On the system CB1 and a lattice of the paraconsistent cal-
culi”, Logic and Logical Philosophy, 29 (2020): 223–237. DOI: 10.12775/

LLP.2019.035

[9] Coniglio, M., Figallo-Orellano, A., Hernández-Tello, A. and M. Pérez-
Gaspar, “G’3 as the logic of modal 3-valued Heyting algebras”, Journal of

Applied Logic, 9, 1 (2022): 175–197.

[10] da Costa, N., “On the theory of inconsistent formal systems”, Notre Dame

Journal of Formal Logic, 15, 4 (1974): 497–510. DOI: 10.1305/ndjfl/

1093891487

[11] da Costa, N., and E. Alves, “A semantical analysis of the calculi Cn”,
Notre Dame Journal of Formal Logic, 18 (1977): 621–30.

[12] D’Ottaviano, I., “The model extension theorems for J3-theories”, pages
157–173 in Methods in Mathematical Logic, Proceedings of the 6th Latin
American Symposium on Mathematical Logic, 1130, Lecture Notes in
Mathematics, Springer, Berlin, 1985.

[13] D’Ottaviano, I., “Definability and quantifier elimination for J3-theories”,
Studia Logica, 46 (1987): 37–54.

[14] Fidel, M. “The decidability of the calculi Cn”, Reports on Mathematical

Logic, 8 (1977): 31–40.

[15] Figallo-Orellano, A., and J. Slagter, “An algebraic study of the first order
version of some implicational fragments of the three-valued Łukasiewicz
logic”, Computación y Sistemas (2022).

[16] Figallo-Orellano, A., and J. Slagter, “Monteiro’s algebraic notion of maxi-
mal consistent theory for Tarskian logics”, Fuzzy Sets and Systems (2022).
DOI: 10.1016/j.fss.2022.04.007

[17] Figallo-Orellano, A., M. Pérez-Gaspar J. M. Ramírez-Contreras, “Para-
consistent and paracomplete logics based on k-cyclic modal pseudocom-
plemented De Morgan algebras”, Studia Logica (2022).

[18] Fitting, M., Intuitionistic Logic, Model Theory and Forcing, Studies in
Logic and the Foundations of Mathematics, North-Holland Publishing Co.,
Amsterdam–London, 1969.

[19] Loparić, A., “A semantical study of some propositional calculi”, The Jour-

nal of Non-Classical Logic, 3 (1986): 73–95.

[20] Mendelson, E., Introduction to Mathematical Logic, CRC Press, 2009.

http://dx.doi.org/10.12775/LLP.2015.003
http://dx.doi.org/10.12775/LLP.2019.035
http://dx.doi.org/10.12775/LLP.2019.035
http://dx.doi.org/10.1305/ndjfl/1093891487
http://dx.doi.org/10.1305/ndjfl/1093891487
http://dx.doi.org/10.1016/j.fss.2022.04.007


158 A. Figallo-Orellano, M. Pérez-Gaspar and E. Bárcenas

[21] Monteiro, A., “Sur les algèbres de Heyting simetriques”, Portugaliae

Math., 39, 1–4 (1980): 1–237.

[22] Martinez, G., “Elimination of quantifiers on Łukasiewicz logics”, Zeitschr.

f. math. Logik und Grundlagen d. Math., 35 (1989): 15–21.

[23] Martinez, G., “A model theory based on Łukasiewicz logics” (in Spanish),
Master Thesis, Universidad Nacional del Sur, 1989.

[24] Odintsov, S., “Algebraic semantics for paraconsistent Nelson’s logic”,
Journal of Logic and Computation, 13, 4 (2003).

[25] Osorio, M., and J. Carballido, “Brief study ofG′
3 logic”, Journal of Applied

Non-Classical Logics, 18, 4 (2008): 475–499.

[26] Osorio, M., J. Carballido and C. Zepeda, “Revisiting Z”, Notre Dame

Journal of Formal Logic, 55, 1 (2014): 129–155. DOI: 10.1215/00294527-

2377905

[27] Osorio, M., A. Figallo-Orellano and M. Pérez-Gaspar, “A family of gen-
uine and non-algebraizable C-systems”, Journal of Applied Non-Classical

Logics, 31, 1 (2021): 56—84.

[28] Osorio, M., J. Navarro, J. Arrazola and V. Borja, “Logics with common
weak completions”, Journal of Logic and Computation, 16, 6 (2006): 867–
890.

[29] Pearce, D., “Stable inference as intuitionistic validity”, Logic Program-

ming, 38 (1999): 79–91.

[30] Pérez-Gaspar, M., A. Hernández-Tello, J. Arrazola-Ramírez and M. Os-
orio, “An axiomatic approach to CG′

3 logic”, Logic Journal of the IGPL,
28, 6 (2020): 1218–1232.

[31] Wójcicki, R., Lectures on Propositional Calculi, Warsaw, 1984.

Aldo Figallo-Orellano

Departamento de Matemática
Universidad Nacional del Sur (UNS)
Bahía Blanca, Argentina
Centre for Logic, Epistemology, and The History of Science (CLE)
University of Campinas (UNICAMP), Brasil
aldofigallo@gmail.com

https://orcid.org/0000-0001-5844-3371

Miguel Pérez-Gaspar and Everardo Bárcenas

Facultad de Ingeniería
Universidad Nacional Autónoma de México (UNAM)
Ciudad de México, México
miguel.perez@fi-b.unam.mx, ebarcenas@unam.mx

https://orcid.org/0000-0002-1523-1579

http://dx.doi.org/10.1215/00294527-2377905
http://dx.doi.org/10.1215/00294527-2377905

	Introduction
	Preliminaries
	Fidel semantics for the calculus L of CG'3
	 A new semantics
	Bi-valuation semantics as the most basic Fidel structure

	Fidel semantics for the first-order version of L
	Conclusions and further research perspectives
	References


