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Abstract

The information technology of recognition and classification of imaging representations
of RCC complicated CKD with use of a neural network is offered. Approaches to architecture
design, teaching methods, data preparation for training, training and neural network testing are
described. The structural-functional scheme of the neural network is developed, which consists of
the input, hidden and output layer, each individual neuron is described by the corresponding
activation function with the selected weights. The expediency of using the number of neurons,
their type and architecture for the task of recognition and classification of image representations
of oncological phenomena of the organism is shown. Data of patients with RCC of complicated
CKD, research department of reconstructive and plastic oncourology of NIR, urological
department of "Lviv regional hospital”, urology department of Lviv urological regional medical -

diagnostic center, were used as initial data, on the basis of real observations, a database for
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training and education of the neural network was formed. An analysis of the efficiency, speed and
accuracy of the neural network, in particular, a computer simulation using modern software and
mathematical modeling of computational processes in the middle of the neural network. Software
has been developed for preliminary preparation and processing of input data, further training and
education of the neural network and directly the process of recognition and classification.
According to the obtained results, the developed model and structure of the neural network, its
software tools show high efficiency both at the stage of preliminary data processing and in
general at the stage of classification and selection of target areas of diseases. The next stage of
research is the development and integration of software and hardware system based on parallel
and partially parallel computer technology, which will significantly speed up computational
operations, achieve the learning and training of the neural network in real time and without loss
of accuracy. The presented scientific and practical results have a high potential for integration
into existing information and analytical systems, medical analysis the choice of tactics for the
treatment of patients with RCC complicated CKD, and health monitoring systems in the
preoperative and postoperative periods.

Keywords: renal cell carcinoma; chronic kidney diseases; learning method; testing

tool; search process convergence; neuron; activation function; weighting factor.
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3ACTOCYBAHHSI HEHPOMEPEXEBOI IHOOPMAIIIMHOI TEXHOJIOI'TT
PO3II3HABAHHS TA KJACU®IKAIII OBPA3HUX ITPEJCTABJIEHb HUPKOBO-
KJITUHHOTI'O PAKY ITPU XPOHIUHINA XBOPOKI HUPOK JIJIsI BABOPY
OIITUMAJIbHOT'O METO1Y JIKYBAHHSA

Maciuauk C. ML, IlaTnuii C. B.2, Iaciunuk M. C. 1, T'oxkenxo A. 1.3

UlbBiBchKknii HanionaasHuii Mequunmii ynisepeurer, iM. Jlanuaa Faannskoro, M. JIbBiB
’HauionajbHuiil yHiBEPCHTET BOAHOIO rOCNHOAAPCTBA Ta IPHPOIOKOPUCTYBaHH s, M. PiBHe
SII YkpaincbKuii HAYKOBO — A0CHIIHMIT iIHCTUTYT MeauuMHu Tpancnopty MO3 Ykpainu,

M. Onmeca

3amponoHoBaHa iH(poOpMaliifHa TEXHOJIOTis pO3Mi3HaBaHHS Ta Kiacu@ikamii oOpa3HUX
IpeCTaBIeHb HUPKOBO - KITHHHOTO paky (HKP) yckimagHeHoro XpoHi4HOI XBOpOOO HHUPOK
(XXH) 13 BUKOpPUCTaHHSAM HEHPOHHOI Mepexi. B poOoTi, onmucaHo MiAX0AW A0 MPOEKTYBaHHS
apXiTeKTypH, METO/IIB HABYAHHsI, MIATOTOBKU JaHUX Ul IPOBEIEHHS HAaBYaHHS, TPEHYBAHHSA Ta
TECTYBaHHs HEWpPOHHOI Mepexi. Po3pobieHo CTpyKTYpHO-(QYHKIIOHATBHY CXeMy HEHpOHHOI
MepexKi, IKa CKJIAAA€ThCA 13 BX1IHOTO, IPUXOBAHUX Ta BUX1JHOTO 1IApy, KOKEH OKPEMUN HEHPOH
ONMUCAaHUH BIAMOBIIHOI AaKTUBALIHHOW0 (YHKILIE 13 MigIOpaHUMK BaroBUMM KoedilieHTamu
xBopux HKP ycknagnenoro XXH. [TokazaHo 1OLUIBHICTD 3aCTOCYBAaHHS KUIBKOCTI HEHPOHIB, iX
TUIl Ta apXxITeKTypy MAJid TpPOBEIEHHS 3aJayl po3Mi3HaBaHHSA Ta Kiacudikamii oOpa3HUX
IPEJICTaBICHb OHKOJIOTIYHUX SIBUII OpraHizMy. B SIKOCTI BUXIIHUX JaHUX BUKOpPUCTaHI Habopu
nanux xBopux HKP ycknamnenoro XXH, HaykoBO — IOCHITHOTO BiAIITICHHS PEKOHCTYKTHBHOL
Ta miuacTuyHoi oHkoyposorii HIP, yponoriunoro Bimminy HKII JIOP «JIbBiBChbKOi 0OmacHOi
JIKapHi», BIAAUIEHHSA Yypousiorii JIbBIBCHKOI'O YpPOJIOTIYHOTO PEriOHaJbHOIO JIIKYBIBHO —
JIarHOCTUYHOTO TeHTp. Ha OCHOBI peanmpbHHX CHOCTepeXeHb, copMOBaHA 0a3a JaHUX JUIS
HaBYaHHS Ta TPEHYBaHHs HEMpoHHOI Mepexi. [IpoBeaeHo aHami3 epeKTUBHOCTI, MIBUIKOMIIT Ta
TOYHOCTI POOOTH HEWPOHHOI Mepexi, 30KpeMma, IPOBEJCHO KOMII'IOTEPHY CHMYIALI 13
BUKOPUCTaHHSAM CYYaCHOTO IPOrpaMHOro 3a0e3ledyeHHs Ta [POBEAEHO MaTeMaTU4He
MOJIEJTIOBaHHSI OOUYMCHIIOBAJIbHUX TMPOILIECIB B CEPEIUH] CTPYKTYpU HEUPOHHOI MeEpexi.

Po3pobiieno mporpaMHi 3aco0u JJisi TOMEPETHBOT MATOTOBKM Ta OOpOOKHM BXITHUX JaHUX,
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NOJAJIBIIION0 TPEHYBAaHHS Ta HaBYaHHS HEWPOHHOI Mepexi Ta O0e3MoCepeHbO IPOLECY
po3Mmi3HaBaHHs Ta Kiacudikaiii. BiamoBiaHo 10 OTpUMaHUX pe3yabTaTiB, po3po0iIeHa MOJEIb Ta
CTPYKTypa HeWpoMmepexki, 1 mporpamHi 3acobu peaiizallii MokKa3yroTh BUCOKY €()EKTHUBHICTh SK
Ha eTami IMonepeaHboi 0OpOOKM JaHMX, TaK 1 BHUIOMY Ha erami Kiacudikaiii Ta BUIIJICHHS
[IbOBUX TUISHOK 3aXBOPIOBaHb. B MoAanbIioMy HACTYITHUM €TaroM JOCIHIHKEHb € pPo3po0Ka Ta
IHTerpamisi MpOrpaMHO-alapaTHOI CHCTEMH Ha OCHOBI pO3MapajieieHuX Ta YacTKOBO-
po3napaieneHux 3aco0iB O0OYHMCIIOBAIBHOT TEXHIKH, LIO0 JO3BOJIUTH 3HAYHO MPHUILBUIIIUTU
00YMCITIOBAJIbHI OMepallii, JOCATTH BUKOHAHHS MPOLECIB HAaBYAHHS Ta TPEHYBaHHS HEHPOHHOI
MepexXi B peKHUMI pealbHOro yacy Ta 0e3 BTpatu TOYHOCTI. [IpencTaBneni HayKoBi Ta MpaKTUYHI
pe3yabTaTh MalOTh BHCOKMH MOTEHIaN ISl iHTerpauii B icHyro4i iH(opMaliitHO-aHaTITHIH]
CUCTEMH, CHCTEMHU MEJIMYHOIr0 aHalizy, BUOOpYy TakTukH JikyBaHHs xBopux HKP ycknaanenoro
XXH, MOHITOpPHUHTY 32 CTAHOM 3/I0pPOB’Sl, B IOOTIEPIIITHOMY Ta MicsonepaliiHoMy nepioiax.
KiaouoBi cioBa: HUPKOBO — KJIITHHHUH PakK; XPoOHIYHA XBOpP00a HHUPOK; METOJ
HABYaHHA, 3aci0 TecTyBaHHsl; 30i’KHICTh NMOLIYKOBOr0 NpOLECY; HEHPOH; aKTHBaliliHA

¢pyHkuis; BaroBuii KoeQimieHT.

Introduction

Kidney cancer is a malignant tumor that is most often represented by carcinoma and
develops either from the epithelium of the proximal tubules and collecting tubules. (renal cell
carcinoma (RCC)) Or from the epithelium of the cup-pelvic system (transient - cell cancer) [1, 2].
Renal cell carcinoma is the most common type of malignancy that is localized in the kidney.
According to the literature, in adults NKR occurs in 80 - 90% of cases among all malignant
kidney diseases [3, 4].

In a large number of clinical cases, several factors operate simultaneously, between which
there are quite complex interactions, so an important aspect of the evaluation of certain
prognostic and diagnostic data is the creation of a method of information processing. The
development of technical means and information technology leads to the emergence of new ways
of data processing in order to make effective decisions. In particular, in medicine (bioinformatics,
biomedicine, etc.) one of the technologies is accurate forecasting (precision prognosis). This

technology allows you to divide a large area into several smaller areas of analysis. These zones
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can be divided according to different classification features: size, location, qualitative and
quantitative indicators.

Construction of information technology for recognition and classification of imaging
representations of renal cell carcinoma using a neural network is an important task. The
introduction into medical practice of the latest methods of treatment of patients with oncological
pathology makes it possible to choose several alternative treatment regimens. Every doctor asks
himself a practical question - which treatment regimen is the most effective in the first stage of
therapy, so the problem of optimization and individualization of treatment methods for cancer
patients remains relevant. Nowadays, in medical practice, the most common models of
correlation-regression prediction analysis have been replaced by more modern and effective
neural network prognostic models [5, 6]. A neural network is a branch of artificial intelligence in
which phenomena similar to those that occur in the neurons of living beings are used to process
signals. One of the most important features of neural networks, which demonstrate its wide
capabilities and great potential, is the parallel processing of information.

The composition of artificial neural networks (ANN) includes such elements, the
functionality of which is similar to the vast majority of elementary functions of the neuron of a
living being. One of the characteristic features of ANN is a large number of properties that are
characteristic of the brain of a biological being.

ANNSs are able to learn independently on the basis of their own experience, ie generalize
previous precedents and interpret for new cases, highlighting the essential features of the
information received, which contains and contains redundant information [7].

The principles of ANN are approximation; classification and recognition of certain
images; forecasting the course and possible consequences; identification and evaluation, the
possibility of modeling complex nonlinear relations of various parameters, fast and simultaneous
processing of all data [9, 10]. The elementary structural cell of ANN is a neuron. To solve certain
tasks with the help of ANN, first of all, it is necessary to accumulate a sufficient amount of data,
and then try to teach the neural network to solve such problems.

In recent decades, many scientific papers have been published on the very effective use of
ANN in medical research [11, 12, 13]. The most common work of Tailor A. And co-authors
published in 1998. The essence of the work was that on the basis of the created ANN, a
prognostic test of oncological pathology in women before surgery was proposed. The parameters
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of sensitivity and specificity of this test, unfortunately, were not too high and were - 100 and
98%, respectively [14, 15].

Attention is drawn to the work which demonstrates the created model of classification of
cervical cancer risk with the help of ANN (Xiaoping Q, Ning T., 2007). The quality of the ANN
model was quite high (sensitivity was 98%, specificity about 97%). The proposed model of risk
classification has been successfully used for screening groups of high-risk patients [16].

For example, using ANN in gynecological practice, prognostic models for predicting
endometrial hyperplasia have been developed, taking into account the history of patients, clinical
data and the results of molecular biological methods. [17].

Quite interestingly, the study was conducted using ANN in predicting the long-term
results of treatment of patients with prostate cancer. The method demonstrated high accuracy
(prediction error did not exceed 4%) and the ability to optimize the quality of prediction in the
subsequent training of the network with increasing number of treated patients. However, these
studies do not reflect the solution . Therefore, the recognition and classification of imaging
representations of renal cell carcinoma using a neural network is an urgent and important task.

The object of research in this paper are the processes of processing and analysis of image
representations for further recognition and classification and determination of the coefficient of
belonging to a particular class.

The subject of research is methods, models, structural and functional schemes of
information technology of imaging representations of cellular cancer of a kidney with use of a
neural network.

The aim of the work is to develop information technology for recognition and
classification of imaging representations of renal cell carcinoma complicated by chronic kidney
disease using a neural network.

Data pre-processing

This section describes the practical aspects of data preparation and pre-processing, neural
network training and testing. Theoretical and practical approaches are not mutually exclusive, so
the main approach is to combine the fundamental principles of neural network technologies with

practical application. Picture 1 shows the process of neural network operation.
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Collect/Preprocess Select Network Select Training
Data Type/Architecture Algorithm

Initialize Weights
em— & T
Train Network

Analyze Network
Performance

Picture 1 Structural and functional scheme of the neural network functioning process

As can be seen from the picture learning is an iterative process that begins with data
accumulation and pre-processing for a better training process. At this stage, the data should be
divided into training, reference and test sets. After selecting the appropriate data set, you must
select the required network type (multilayer, dynamic, etc.) and architecture (number of layers,
number of neurons). Then we choose a training algorithm that is suitable for the neural network
and the given problem.

After training the network, it is necessary to analyze the productivity of the network. This
analysis can show all existing problems with the data, network architecture or learning algorithm.
This process is iterative until the productivity of the developed network reaches the desired and
predetermined level.

The process of preliminary training

At this stage, the tasks are grouped into three categories:1. Data selection; 2. Pre-
processing of data; 3. Selecting of network type and architecture. In general, it is very difficult to
transfer the accumulated data and rules directly to the neural network, but the quality of the
developed neural network will be as high as the quality of data prepared for its training. Training
data should cover the full range of input space for which the neural network will be used.

It is impossible to guarantee the performance of the neural network when the data inputs
go beyond the training set. Because the proposed neural network for classification is a nonlinear
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"black box", it is not capable of qualitative extrapolation of results. It is also not certain that the
input data space corresponds to the training set. The proposed design of the neural network to
solve a simple problem for which the input vector is small and each element of the input vector
can be selected independently of indexing, allows you to operate the input space as a grid.

For many tasks, including the classification of cartographic images, the dimension of the
input space is large, which makes the process of abstract data representation impossible and
complicated. In this case, all data of the input sets are dependent. The selected area represents the
range [-1..1]. In this case, the work of the network comes down to finding the function of
describing the selected data area. Searching for a function to determine data from outside the
selected area is not performing because it is not part of the classification task, it increases the
complexity of the network and slows down the overall operation time of the network. There are
cases of determining the selected area with insufficient accuracy, the error of reverse spread of
the network learning process increases, thereby reducing the accuracy of the classification
process and the exit of the search process from the desired area of the data set.

In this case, it is necessary to make pre-processing of the input data set using traditional
calculation methods. By analyzing the neural network being studied, it is possible to draw a
conclusion about the adequacy of the learning process and, accordingly, the results obtained in
the future. Additionally, methods are used to identify the exit of the search process outside the
selected area of the data sets on which the learning process took place. This approach does not
increase network productivity, but it will make impossible to use the network in tasks for which it
is unsuitable. After the process of data collection and preparation, all sets are divided into three
groups: 1. Training group; 2. Validation group; 3. Test group. At the time of solving the problem
of cartographic images classification, it was determined that the training set occupies 70% of the
total volume, the validation set 15%, the test set 15%. It is necessary to take notice that the size of
each group may differ depending on the task and data types. The used method of dividing the
entire volume of data into groups is to select data randomly from the initial set of prepared data.
It has been experimentally confirmed that this method guarantees a satisfactory result in relation
to the rapidity, but in future to increase the accuracy it is necessary to insert the classification
factors. Also, this approach can be used in the analysis of the learning / training process to

identify problems after data division.
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Separation of features

The method of features separation is used when the dimension of the input vector row is
unnecessary and redundant. The main purpose of this method is to reduce the dimension of the
input space by determining the properties of each vector and then use these properties as one of
the inputs of the neural network. For the problem of classification of a cartographic area, which is
curvilinear, it is not necessary to determine individual spatial hollows, at the stage of preliminary
data preparation it is enough to determine their number and give a numerical value to the input of
the neural network.

Design of neural network architecture

The next step following the learning process is to develop a network architecture. The
basic type of neural network architecture is determined by the type of problem we are solving.
Immediately after defining the architecture, the necessary condition is to specify the features of
the architecture, in particular the number of neurons and layers, the number of inputs and outputs
and the type of neural activation functions.

The posed task of cartographic images classification of soil massifs can be represented as
a combination of known tasks, in particular image recognition and clustering. In general, the task
is to classify the input data according to the target categories. It is known that optimal for solving
this problem are multilayer perceptrons with transfer functions as the basis for source layer of the
network. After the analysis and data preparation, it was found to use sigmoid activation functions
as the source layer and source neurons. The task of clustering or segmentation leads to group the
input data according to their similarity. According to (references) it is advisable to use recurrent
and self-organized maps, the main advantage of it is the ability to visualize multidimensional
spaces. Figure 2 presents the developed neural network architecture.

Inputs Tan-Sigmoid Layer Tan-Sigmoid Layer
r N7 N\ N

1 2
a a

1 §'x1

n = n
5'x1 f _’ > j 1x1 f
1 b’

1x1 1

. 1
U S
a' = tansig(W'p+b") a’ = tansig(W’a'+b’)

Figure 2. Neural network architecture
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At the basis of the network are tangential-sigmoid transfer functions at both levels, which
Is the standard for a neural network for the problem of classification and pattern recognition. It is
possible to use two hidden layers, but it has been experimentally established that one hidden layer
is enough to recognize and classify two-dimensional images of soil massifs. The number of
neurons in the hidden layer S1 depends on the complexity of the rules of affiliation and is
determined at the stage of testing and training of the network.

Computer simulation and analysis of results

Network training was performed using a scalable gradient, which is an effective tool in
the task of pattern recognition and classification. Figure 3 shows a graph of change of the average
quadratic error in comparison with the number of iterations of the calculating process.

Validation

Training

0 1IO ZIO 3IO 4I0 5I0
Iterations

Figure 3. Dependence of the average quadratic error on the number of iterations

It is used the network with 10 neurons in the hidden layer S1 = 10. The minimum value of
the error was obtained in the sixteenth iterative process, which is shown on Picture 4, and the
values of the weight parameters of the neural network were saved at this point. As evident from
the presented picture, the learning error did not change during the next forty iterations, so the
learning and training process was stopped. The training results are shown on Fig. 4 in the form of

coincidences matrix of the trained neural network on the test data.
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Confusion Matrix
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Figure 4. Matrix of coincidences of the testing process

As seen on a picture the upper left cell shows 13 of the 14 correctly classified soil

Target Class

clusters, cell 2.2 shows 66 of the 71 correctly classified samples.

misclassified samples is displayed in cell 1.2. Additionally, it was performed the analysis of the
recognition quality by the obtained operational characteristic (ROC).
Fig. 5 shows a ROC graph for test data. The ideal trajectory of the ROC path passes

through cells 0.0-0.1-1.1
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Figure 5. ROC characteristic for test data collection
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The results presented in Fig. 5 and Fig. 6 show the distribution of data on training / testing
/ verification sets. The next stage of the analysis is to determine the sensitivity of the results by
conducting a simulation by the Monte Carlo method. The data were divided into 1000 different
time intervals, which corresponds to the dynamic change of the data sets of the simulation object.
For each data distribution, the neural network was trained with arbitrary weight coefficients. The

simulation results were averaged and shown on Fig. 6

1 9.11 3.69 71.2%
14.0% 5.7% 28.8%
.t ) 2.51 49.83 95.2%
=) 3.9% 76.5% 4.8%
3
78.4% 93.1% 90.5%
21.6% 6.9% 9.5%
1 2

Targe‘t- Class

Figure 6. Averaged values of the Monte Carlo method simulation process

The results reflect the facts of the data sets classification on 12 soil classes for each
individual data set. Based on the results, more than 9 classes were determined correctly, with the
average quadratic error not exceeding 9.5%.

The averaged results of the Monte Carlo method simulation are similar to the original
results, the average value of the error is 9.5%, the average value of the deviation is 3.5%.

Conclusions

The topical issues of development and application of artificial neural networks in medical
diagnostic systems, concerning the choice of one or another method of treatment of patients with
NKR complicated by CKD are considered in the work. The use of such methods and algorithms
allows to increase the efficiency and accuracy of data processing of NKR patients with
complicated CKD and their further processing, in order to effectively and efficiently select a
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method of treatment of this group of patients. The structural-functional scheme and architecture
of the artificial neural network are developed, the optimal methods of training and data
preparation for the problem of recognition of the affected areas are selected.

Computer simulations of modes of testing and training of an artificial neural network are
carried out, boundary conditions of functioning and the optimum mode of training on speed and
duration are defined.

The practical significance of the obtained results is as follows: the use of neural network
rationing methods for data pre-processing makes it possible to reduce the total data processing
time by more than 20%; the use of the method of classification of cartographic images using a
neural network allows to increase the accuracy of determining areas with different classification
features up to 73%; the developed information technology makes it possible to increase the speed
and level of automation of medical data processing, efficiently and quickly stratify patients and

offer one or another type of treatment for a particular patient, compared to other similar systems.
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