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Abstract: Rainfall prediction using Artificial Intelligence technique is gaining attention 

nowadays. Semi-arid region receives rainfall below potential evapotranspiration but more 

than arid region. However, in mountainous semi-arid region high rainfall intensity makes it 

highly variable. This renders rainfall prediction difficult by applying normal techniques and 

calls for data pre-processing. This study presents rainfall prediction in semi-arid mountainous 

region of Abha, KSA. The study adopted Moving Average (Method) for data pre-processing 

based on 2 years, 3 years, 4 years, 5 years and 10 years. The Artificial Neural Network 

(ANN) was trained for a period of 1978-2016 rainfall data. The neural network was validated 

against the existing data of period 1997-2006. The trained neural network was used to predict 

for period of 2017-2025. The performance of the model was evaluated against AAE, MAE, 

RMSE, MASE and PP. The mean absolute error was observed least in 2 years moving 

average model. However, the most accurate prediction models were obtained from 2 years 

moving average and 5 year moving average. The study concludes that ANN coupled with 

MA have potential of predicting rainfall in Semi-Arid mountainous region.  

 

Keywords: moving average method, data pre-processing, mean absolute error, root mean square 

error, mean absolute scaled error, performance parameter. 

 

 

1. Introduction 

Global warming and climate changes impacts are evident on rainfall distribution globally 

(Mislan et al., 2015). Rainfall prediction is essential for water resource management, policy 

and decision making and sustainability of water resources. Additionally, given fact that all 

industries rely on water renders its impact on economy of the country also (Xiang et al., 

2018; Odnorih et al., 2020; Husain Khan et al., 2020; Ziarati et al., 2021; Sakalova et al., 
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2019). Few or none surface water bodies due to high precipitation and less rainfall renders 

groundwater as primary source of water in arid and semi-arid region (Sihag et al., 2021). This 

further necessitates rainfall prediction in order to reduce groundwater dependency (Mallick et 

al., 2018). However, rainfall forecast is a challenge owing to meteorological complexity and 

non-linearty of generated mathematical models (Kashiwao et al., 2017).  

Artificial Neural Network (ANN) can process complex data by employing pre-defined 

learning process. This renders it with adaptive nature and is highly efficient in addressing 

complex non-linear processes. (Chattopadhyay & Chattopadhyay, 2018). Various techniques 

have already been employed for different region for the prediction of rainfall. Rainfall 

prediction using ANN coupled with Back Propagation technique has been carried out for 

Monthly rainfall prediction for Indonesia (Mislan et al., 2015). Cluster Analysis was 

employed for rainfall prediction in Victoria Australia (Bagirov et al., 2017). Random Forests 

(RF) algorithm coupled with rainfall data from Meteosat Second Generation (MSG) and 

Spinning Enhanced Visible and Infrared Imager (SEVIRI) was used for rainfall prediction 

and compared with ANN and SVM results (Ouallouche et al., 2018). Support Vector 

Regression for short period rainfall prediction and ANN approach for long period prediction 

was compared for Kunming, Lincang and Mengzi, Yunnan Province, China (Xiang et al., 

2018). A local monthly rainfall prediction case study was carried out for Japan using ANN 

approach (Kashiwao et al., 2017). ANN approach was also employed to model rainfall and 

watershed flood forecasting in Taiwan (Pan et al., 2013). 

This study employed ANN coupled with data pre-processing for rainfall prediction in 

mountainous region of Abha, Saudi Arabia. 

 

2. Method and Data Used 

2.1. Study Area 

The Abha mountainous watershed is located in Aseer province, Saudi Arabia (Fig. 1). The 

city experiences semi-arid climatic conditions and the climatic condition is moderate as 

compared to normal arid and extreme climatic condition in most of the Saudi Arabia. The 

rainfall varies between 0-415 mm annually. This renders highly uneven distribution of 

rainfall in the watershed. 
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Figure 1. Hydrological Zonation of Abha watershed 

 

2.2. Data Collection 

The time series data was obtained from Meteorological Subdivision of Abha in Aseer 

Province, Saudi Arabia. The data was obtained for duration of Year 1978-2016. The total 

Annual rainfall was considered as it will reduce the impact of climate change impact on 

rainfall distribution. However, other studies have employed various artificial intelligence 

approach using total monthly rainfall (Pan et al., 2013; Altunkaynak & Nigussie, 2015; 

Mislan et al., 2015; Chattopadhyay & Chattopadhyay, 2018; Dash et al., 2018a; Xiang et al., 

2018).  

 

2.3. Data Pre-processing and Normalization 

Data scaling or normalization is a necessary pre-processing step prior to training phase of 

neural network. The highly uneven rainfall distribution renders usual normalization methods 

ineffective for ANN. In order to smooth out data unevenness data pre-processing is required 

before normalization of data. Min-max normalization approach was used here for data 

normalization using formula presented in Eq. 1. This study employed Moving average 

technique for reducing unevenness in data for total annual rainfall. The Moving Average 

method was applied for year interval of 2 year, 3 year 4 year, 5 year and 10 year. Then the 

obtained values were compared for better performance.  



 

4 

 

a
*
 = amin + (amin – amax) x     (1) 

 

2.4. Data Training and testing 

The rainfall time series data of Abha from 1978-2016 was considered for analysis. the data 

was divided into training data 1978-2003 and testing dataset 2004-2016. This study compared 

the results of original dataset against 2-10 years average dataset. The input rainfall time series 

was denoted as A = (a1, a2, …….am). The target data was represented as T = (tm) for all pre-

processed dataset including original observed values. The response of ANN approach was 

represented as R = (Rm) 

 

2.5. Artificial Neural Network 

Artificial Neural Network based on its connected neurons and input-hidden-output layers 

simulates human brain functioning system is a promising approach for prediction. Back 

propagation algorithm is generally employed for weight adjustments until the error is reduced 

within pre specified limits. 

This study employs single layer single layer backpropagation with single input, 

hidden and output layer. Single layer ANN approach is usually employed in hydrological 

modelling.(Wu & Chau, 2013). The Back-propagation network used in this study uses A 

inputs and R response neurons.  

The training dataset {(a1t1), (a2t2) ………, (am,tm)} comprised input and output 

patterns. For a given input dataset of (Ai) the neural network gives an response (Ri) which 

may differ from target (Ti). the network is trained using training algorithm in order to reduce 

error between the response (Oi) and target (Ti). The ANN  error was computed using Eq. 1 as 

the difference between Response and target value obtained (Dash et al., 2018b). 

ANNerror = 
2 

   (2) 

The network is trained to achieve specified accuracy. Once network is trained new 

datasets are introduced to network. The network recognizes new patterns based on its 

previous training. The Back propagation technique is used in various studies for rainfall 

prediction using ANN. (Mislan et al., 2015; Kashiwao et al., 2017; Xiang et al., 2018) In this 

study, ANN architecture employed Levenberg-Marquardt for training.  

 



 

5 

 

 

 

3.5 Performance Computation 

ANN model performance was computed based on various statistical parameters. The 

parameters are Absolute Accuracy Error (AAE, %), Mean Absolute Error (MAE, %), Root 

Mean Square Error (RMSE, %), Mean Absolute Scaled Error (MASE) and Performance 

Parameter (PP). The lower error in MAE, RMSE and MASE indicates better performance of 

ANN model. The closer the value of PP to 1 better the performance of forecasting model. The 

standard deviation (SD) was also calculated for all dataset. The Eq. 3-6 presents the statistical 

measures used to evaluate performance of ANN model. 

MAE (%) =      (3) 

RMSE (%) = 
2
     (4) 

MASE =     (5) 

PP = 1 -       (6) 

Original (O) and predicted (R) rainfall values for time t (year) for predicting rainfall 

for total b number of years. 

 

3. Result and Discussion 

This study has investigated artificial neural network (ANN) performance of rainfall 

prediction in Semi-arid climatic condition for Mountainous area of Abha, Saudi Arabia. 

 

3.1. Statics 

Statistical parameters comprising of minimum, maximum, mean and Standard Deviation for 

Original values, 2 years average, 3 year average, 4 year average, 5 year average and 10 year 

average for 42 years and presented in Table 1. These statistical parameters were calculated 

for year 1978-2016 for Abha region. The year 2008 has experienced lowest amount of 

rainfall 84.80 mm in past 42 years owing to deficiency in rainfall as well as impact of climate 

change. However, when moving average method was applied the minimum rainfall based on 
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moving average method shifted in back years for 2 year (2008, 90.55 mm), 3 years (2007, 

101.47 mm), became stagnant for average of 4 years (2000, 120.50 mm) and 5 years (2000, 

126. 44mm), while for 10 years it shifted to year 2014 (81.85). However, moving average 

method is not a specific year value but an average value of intermediate year. Nevertheless, 

observed statistical values will vary owing to data pre-processing.   

 

Table 1. Statistical Summary 

Moving 

Average 
Min (mm) Max (mm) Mean (mm) SD (mm) 

2 years 90.55 529.90 226.2297 105.74284 

3 years 101.47 440.53 226.8270 90.66437 

4 years 120.50 378.80 227.3574 81.04385 

5 years 126.44 355.44 226.2604 74.14263 

10 years 81.85 306.65 208.3212 66.12177 

Observed 84.80 639.50 227.3189 133.07741 

 

3.2. Effect of Moving Average Intervals on accuracy of ANN models 

The variation of number of years for moving average method affected the accuracy of results. 

This study found ANN model based on 2 year moving average provided better results as 

compared to other average of 3, 4 5, and 10 years.  The Absolute Accuracy Error is minimal 

for 5 year average dataset, but for mean absolute error and root mean square method 10 year 

average dataset performed only next to 2 year average dataset.  

 

Table 2. Impact of Moving average interval on accuracy of models (2003-2016) 

Years AAE (%) MAE (%) RMSE (%) 

2 Year 4.01 1.36 1.33 

3 Year 9.08 4.80 3.92 

4 Year 4.50 13.26 5.27 

5 Year 2.68 8.73 5.97 

10 Year 8.3 3.23 2.97 

Observed 11.4 4.9 3.46 

 

The results of this study infer that increasing the number of average years for ANN modelling 

the accuracy decreases (Table 2). The average of 2 year dataset provided more accurate 
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results as compared to others which can also be observed in fig. 2 where 2 year moving 

average rainfall values closely follows original observed values. 
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Figure 2. Rainfall observed along with Rainfall values obtained from moving Average 

method for interval of 2,3,4,5 and 10 years 

 

3.3. Prediction accuracy of ANN models 

Artificial Neural Network prediction accuracy for all the dataset is presented in Table 3. 

Mean original, mean predicted, Standard deviation (SD) Original, precited standard deviation 

(SD), mean absolute error (%), root mean square error (%), mean absolute scaled error (%) 

and performance parameter were computed using ANN technique. 

 

Table 3. Prediction performance for Moving Average Intervals (2003-2016) 

Performance Moving Average Observed 

2 years 3 years 4 Years 5 years 10 years 

Mean Original in mm 149.916 156.272 159.337 158.132 140.809 149.5 

Mean Predicted in mm 131.163 358.486 225.105 154.409 298.156 109.986 

SD Original in mm 37.069 26.741 28.640 24.478 25.114 55.911 

SD Predicted in mm 1.264 40.32 4.74 0.029 25.46 0.078 

MAE (%) 1.36 4.80 13.26 8.73 3.23 4.90 

RMSE (%) 1.339 3.923 5.274 5.975 2.975 3.462 
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MASE (%) 0.198 0.185 0.076 0.004 0.221 0.001 

PP 0.943 0.851 0.829 0.871 0.897 0.853 

 

It can be observed that 2-year average dataset was closest in mean original to original 

observed values of rainfall. Also, with respect to mean absolute Error and root mean square 

error its performance is better than other average year’s dataset. Predicted outcomes are 

shown in in Fig. 3 and Fig. 4. From Fig 3 it can be observed that minimal MAE (%) was for 2 

years dataset in green for all predicted year. From Fig. 4 it can be inferred that 2 years 

moving average was closest to prediction values against the ariginal values.  

 

Figure 3. Mean Absolute Error (%) For Moving Average method values for interval 2 year, 3 

year, 4 year, 5 year and 10 year 

 

Rainfall over Abha mountainous region was predicted for year 2017-2025. The prediction 

error of model cannot be calculated as the data is not available for the interval. It will be real 

time test of the accuracy and performance of the model when data will be available.  

The computational time for all the dataset was computed and 2 years average required 

least time for computation. The approximate time of computation required by all the dataset 

are: 25.312 seconds (2 years average dataset), 45.36 seconds (3 years average dataset), 

41.324 seconds (4 year average dataset), 34.761 seconds (5 years average dataset) and 28.719 

seconds (10 year average dataset). The ANN techniques requires more time as compared to 
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other artificial intelligence technique owing to its iterative weight updating technique 

followed by back propagation mechanism (Dash et al., 2018b). 
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Figure 4. Rainfall prediction using Artificial Neural network for observed values against 

values obtained from Moving Average Method for interval of 2 year, 3 year, 4 

year, 5 year and 10 years 

 

4. Conclusion 

Performance of artificial neural network (ANN) was evaluated based on moving average 

year’s dataset of 2 years, 3 years, 4 years, 5 years and 10 years for rainfall prediction in 

mountainous region of Abha. The performance was gauged based on various statistical 

parameters. The 2 year annual average dataset provided with better performance as compared 

to others in prediction. However, when average dataset year was increased to 3 and 4 years 

the error increased and the performance of model decreased. When it was increased to 5 and 

10 years average dataset, model performance increased and prediction error decreased. This 

was also observed in statistical results presented in Table 1. This study concludes that data 

pre-processing is necessary for ANN modelling for rainfall prediction in mountainous region 

of Abha experiencing semi-arid climatic condition. Moving Average method can be 

successfully employed for Data pre-processing.  However other artificial Intelligence 

methods should also be used for better comparison and obtain an optimized model for rainfall 



 

10 

 

prediction based on other parameters. The increased number of average years decreasing 

modelling error should be investigated further with larger datasets. 
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