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Abstract The aim of the research is to camp/aR methods/models for commodities.
For risk measurement Conditional Autoregressive ¥atRisk models (CAViaR), implied
guantile model and encompassing method are usedaifhis to check whether simultaneous
use of information both from historical time seriasd regarding markets' expectation can
improve accuracy of forecasts. For this purpose foethods of combining forecasts are
used: a simple average combining, an unrestri¢tezhl combination, a weighted averaged
combining and a weighted averaged combining uskpprential weighting. In the case of
the commodities neither the encompassing method timer combining forecast method
improve VaR forecasts. The method of choosing thetradequate model leads to simple
CAViaR-SAV model as the source of most optimal measaf risk forecasts. The Kupiec
test, the Christoffersen and the Dynamic Quanti¢ iredicate the model as an adequate to
forecast VaR for gold and oil for short positionsta 0.01 and the 0.05 significance level,
and for a long position at the 0.05 significanceele
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Introduction

Value at Risk models should provide an adequate fdrecast both in
stability period and in period with high volatilibAccurate assessment of the
risk is required for capital management purposeit Isettings and position
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130 Ewa Ratuszny

management. Nowadays there exist many risk measmtemethods but
none of the models surpasses the others. This paxtends research
proposed by Jeon and Taylor (2013) for commodifiésteover, we apply
more complex way to compare VaR methods which hetpsavoid
overestimation and underestimation of risk.

Value at Risk is defined as the maximum potetiss in portfolio value
over a given time period due to adverse market mews (i.e. 500 days),
with a given significance level ofi (Doman, Doman, 2009; Iwanicz-
Drozdowska, 2005). Engle and Manganelli (2004) halessified the
existing VaR methods into three broad categoriesararpetric,
semiparametric and nonparametric. Parametric apbroancludes
RiskMetrics methodology and GARCH models (Piont2RD0; Fiszeder,
2009; Jajuga, 2011; Mazur, Pipje2012), but the weakness of those
methods lies in possibility of incorrect specifioat both of variance model
and the error distribution. An interesting parameatnethod, which becomes
increasingly popular, is based on implied volatilitmplied volatility is the
expectation of volatility implied by the option nkat (Chong, 2004;
Christoffersen, Mazzotta, 2005; Giot, 2005).

The most common nonparametric approach is therkdat simulation,
used by about 73% of banks (Pérignon, Smith, 20Ml@).main advantage is
that the historical VaR does not require an assiompatbout parametric form
of the distribution of the risk factor returns. Metheless the VaR forecast
might be inaccurate due to inadequate rolling wimdof risk factors
(Boudoukh et al., 1998). A long data history willpically encompass
several regimes with different behavior of markek rfactors. Boudoukh et
al. (1998), Mittnik and Paolella (2000) and Tay{(2008) propose to apply
exponentially weighted approaches to VaR estimatmmovercome those
difficulties.

In our research we apply semiparametric approaskdon Conditional
Autoregressive Value at Risk models (CAViaR). Engled Manganelli
(2004) have proposed models that derive a timeivgryaR directly via
autoregression. The models are estimated usingstahethod, i.e. a non-
linear quantile regression proposed by Koenker Badsett (1978). The
robust approach is widely applied in risk measur@mdedging and
portfolio allocation (Taylor, 1999; Umantsev, Chezhukov, 2001). This
approach allows the shape of the conditional retalistributions to vary in
time, and for the time-variation to differ for trdifferent quantiles of
distribution (Jeon, Taylor, 2013). The autoregnassitructure is adequate in
case of clustered time series. The previous relsearoy Ratuszny (2013),
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Ratuszny (2015) indicated that CAViaR models susfods compete with
other VaR methods.

Jeon and Taylor (2013) proposed to combine quarfokecasts —
elaborated above 25 year ago by Granger (1989)Gaadger, White and
Kamstra (1989). In their approach the quantile dasts, obtained from
CAViaR models and from method based on impliedtildig are combined.
They applied their method not to economic indicatdyut to risk
measurement of position in equity indices such @30 and DAX30.
Moreover, they included in the CAViaR models an itddal regressor:
a quantiles predictor based on implied volatilgp¢ompassing method).

The authors concluded that linear combining metaond arithmetical
method generate better forecaser the sampleThe observation motivated
us to apply their approach to commodities. The dholiesearches on
combined forecast performed by Grajek (2002), GeesMaciejewski
(2005), Pitatowska (2009) have also indicated thedgminance of
combined forecasts over the method based on siagfoach. In our
research we apply CAViaR models, the encompassiathad and four
combining forecast methods: Simple Average Combinikinrestricted
Linear Combination, Weighted Averaged Combining akideighted
Averaged Combining Optimized using Exponential Wéitg. We try to
verify the following hypothesis:

The encompassing method or combining forecast adettbased on
CAViaR models and implied quantile model improvewecy of VaR for
commodities.

The paper is organized as follows. Firstly, weigevValue at Risk
methodology based on CAViaR models, implied quanténcompassing
method and combining forecast methodology. The partains also the
performance criteria. The second part contains ecapiapplications of the
models. The last part contains concluding remarks.

1. Review of Value at Risk Methodology

1.1. CAViaR Models

The Conditional Autoregressive Value at Risk modes been
introduced by Engle and Manganelli (2004). The daduition is to model
directly the evolution of the quantile over timgther than the whole
distribution of portfolio returns. The general forof CAViaR models is
defined by (Engle, Manganelli, 2004; Doman, Don#009):
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VaR(a.5)= T (x.Ba) =5 +i5.VaFi-i @ B) +1(Bpsas-- s Bpeq IFa), (1)

where F_, is the information set available at timé-1, and
B, =(Bs,---Bpsq) s the vector of parameters which is estimatedgisbn-

linear regression quantile techniques. In most tjmac cases the above
formulation is reduced to a first order model:

VaR(a,p) = 5 + AVaR.(a.8) +1(B, Vi1, VaR.,(a, B)), )
wherey, =1, —E(r, |F_, ), I, is rate of return,E(r, |F_, )is the expected
value of rate of returns. The autoregressive @MaR_(a £ engures that
the VaR changes smoothly over time. The rolé(#,, y,_,,VaR_,(a B .is))

the linking the level of explained variablaR (@) to the level ofy at the

momentt —1. That is, it measures the impact of new infornmaiio ¥ on

the level of VaR. The following CAViaR models ar@adysed in our
research both for long positiol) @nd short positions| (Engle, Manganelli,
2004; Doman, Doman, 2009):

1. Symmetric Absolute Value — SAV

VaR (a,B) = B, + BVaR_,(a,B) + :82|Yt—1|1 3)
VaR’(a,p8) = B, + BVaR.(a,B) + ,32|Yt—1|- (4)

CurrentVaR depends on the past val@aR_, and absolute value of past

rate of return. The model symmetrically respondsbtth negative and
positive past returns.
2. Asymmetric Slope — AS

VaR (@,B) =VaR,(a.0) + BYa! (%12 0)+ Loy 1l (%4 <0),  (5)

VaR (a,8)=VaR,(@.8) + BYi-1! (-1 20)+ Byl (V14 <0),  (6)
where | ([) is the indicator function. CurreMaR depends on its past value
VaR_, and on positive and negative returns that ar¢edeia different way.

3. Indirect GARCH for both short and long position:

VaR(@.8) = |8 + VaR, (@.5) + Byt]” @

Current VaR is described as GARCH process. The model is diyrec
specified for rate of returns from GARCH(1,1) madel
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4. Adaptive — AD
VaR(a,p) =VaR_,(@,5)+ A1+ exdGly., ~VaR (@, A1 -a}  ®)
VaR(@,5) =VaR,(a.5) + AL+ exlGly., ~Vare, (@ A -} ()

where G is some positive finite number. I6 - o, the second term
converges to A1(y,.,-VaR_(a,B))-a ] for long position and to
BlI(y,,=2VaR_,(a,p)) —a] for short position, wherd([) is the indicator

function. In case of a VaR breach the VaR foreshsiuld be increased,
otherwise should be slightly decreased. The modek a&o reduce the
probability of sequences of VaR breaches and uslb anake unlikely that
the VaR has never been reached. The disadvantabés df/pe of CAViaR

models is lack of rate of return in explanatoryiables set so that the
information about extremal market movements isefigctivelly included in

model (Doman, Doman, 2009).

Estimation of CAViaR models is performed on tlasib of Koenker and
Basset (1978) regression quantile methodology, hvmanimalises the
regression quantile objective function of the fallog form for long () and
short €) position, respectively:

min| Y ay-VaR(@ B+

B t‘ Y —VaF{ (a,B) (10)
+ Y (-a)y-vaR@.pg)|
{y,>-VeR (@)
min > U‘yt —Val?(a,ﬁ)‘ +
A t‘yt 2VaRtS(0/,ﬁ) (11)

> (-a)ly-vaR(@.p) |

{y, VaR®(@.5)
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1.2. Implied Volatility

Implied volatility reflects market’'s expectationsegarding future
volatility. Implied volatility is the key variablén financial investment
decision, risk management, derivative pricing, rearknaking, market
timing and portfolio selection.

In spite of huge volume of research, no consehsssbeen reached on
usefulness of implied volatility as a predictor féwture volatility in
comparison with predictions from time series modéleere are many
empirical studies in which implied volatility ovemmes the historical
volatility (Szakmary et al. (2003) for futures oguéy indices, interest rates,
currencies, commodities and crude oil; Pong e24104) for FX; Corredor
and Santamaria (2004) for lbex; Giot and Laure®D{2 for stock indices
such as the S&P100 and S&P500). Noh and Kim (2@06¢lude that both
implied volatility and historical volatility usingpigh-frequency returns can
outperform each other in forecasting volatility. their empirical test,
historical volatility from high frequency returnsenformed better in the
FTSE100 futures, which tend to be relatively cleseormally distributed,
while the result of implied volatility was bettar the S&P500 futures, which
displays excess skewness even with volatilitiemffogh frequency returns.
Implied volatility is also considered as usefuligate for estimating quantile
of the returns distribution (Giot, 2005; Chong, 20
Jeon and Taylor (2013) applied implied volatility YaR for equity indices
S&P500 and DAX30. They construct an implied quantlQ ) estimator as

the product of the implied volatility recorded iretprevious periods;"""*?,
and the empirical distribution quanti@=""(a) of (Y, ) standardised by the

implied volatility. The IQ estimator for long and short position is expressed
in the following form (Jeon, Taylor, 2013):

vaR®" (@) = Q"™ (@) "™, (12)
VaR¥ (@) = Q"™ (a)at "™ (13)

The lQ approach captures the market's expectation ofréutisk. Another
advantage is that the method does not assumeiaupardistribution for the
asset returns, and it involves no parameter esomatleon and Taylor
(2013) note that this simple approach to capture‘igplied quantile’

assumes returns standardised with implied vokagiie i.i.d.
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1.3. Encompassing Method

Jeon and Taylor (2013) propose to construct ondetnencompassing
competitive forecast models. Such model should igeaebetter forecast
than every model separately. This approach isadaleompassingChong,
Hendry, 1986; Diebold, 1989; Grajek, 2002)ptug-in (Jeon, Taylor, 2013).
Day and Lewis (1992) in their research show thatithplied volatility and
models based on historical volatility (EGARCH or B&H models) does
not reflect whole information about volatility. Blaet al. (2001) received
completely different results. They shows that imglivolatility VIX, is
a significant explanatory variable for volatilitgrecast of S&P100. Claessen
and Mittnik (2002) and Giot (2005) performed resbapver the sample
Claessen and Mittnik (2002) included the impliedatitty VDAX to
GARCH model, and show that implied volatility reftenarket expectation
about future volatility of DAX. Similarly Giot (2() for Nasdag and
S&P500 shows that implied volatility VIC and VXNdiuded in GARCH
models improves a volatility forecast.

Jeon and Taylor (2013) analyzing the results @vimus research of
encompassing method, decided to check the posgibilireceive a better
estimate of VaR if information from historical tinseries and information
regarding risk expected by market are combined. fit®nale for their
research was that if the implied volatility foretsathe future well, it should
be useful in estimating future quantile of retudistribution. They include
the implied quantile expressed by equation (12)18) to the CAViaR
models as an explanatory variable. The impact glied volatility on VaR

can be determined by coefficiefit,, .

The following models are analysed in our reseéiebn, Taylor, 2013):
1. Symmetric Absolute Value Plugin: (SAV-Plugin):

VaR (a,B8) = B, + BVaR_,(a,8) + Bu|y| + BoVaR? " (a), (14)

VaR (a,f) = fy + AVaR,(a.8) + By o + BVaR®(@).  (15)
2. Asymmetric Slope Plugin: (AS-Plugin):

VaR (a,8) =VaR (@, 8) + BYa! (%12 0)+ Loyl (Vg <O+ 16

+ ,3|QV3F}’Q(I) (@),
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VaR (a,8) =VaR.,(a,8) + BYial (V-1 2 0)+ Byl (Yig <0)+ a7
+ IB|QvaR|Q(S) (@)
3. Indirect GARCH(1,1) Plugin (IGARCH-Plugin):

VaR (a.8) = {ﬂl + B VaR, @ A + Buy2s + Bolvar2® (cr)]z]E (18)

Vet (@.8)= {6+ BlvaR. @B + B + palaR® @ff. (9)
4. Adaptive Plugin (AD-Pluglin):

VaR @.B) = B+ BNaR.,(a,B) +

s+ exdotys ~var a A - a+ BovarO (@)

VaR(a,8)= 4 + BNaR.,(a, B) +

+ ,6’3{[1+ extlGly,, ~VaR (. B - a}+ FoVaR?® (a).

Notations in the models are the same as in parahd 1.2. 1.3.

(20)

(21)

1.4. Combining Method to VaR Forecast

If it is not clear which of two forecasts perforipstter, a combination
can be the best option (Bates, Granger, 1969). @ongomethods include
information contained in each of individual forecadAccording to
Armstrong (2001) the combined forecasts should pplied if several
different models can be combined to obtain betteedast, there is no
certainty about the future state of the object dast, and where large
forecasting error involves a high cost. By combinfarecasters should able
to reduce inconsistency in estimates and to cangdbiases to some extent.

The work by Bates and Granger (1969) often is icemed to be the
seminal article on combining forecasts. They comtitwo separate sets of
forecasts of airline passenger data to form a caitgset of forecasts. They
concluded that the composite set of forecasts @zld jower mean-square
error than either of the original forecasts. Pasire of each of the original
forecasts are used to determine the weights tohatta these two original
forecasts in forming the combined forecasts. THeg axamined different
methods of deriving these weights. Combined fortscder economy
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indicators are subject of research of Crane andtyC(@967), Zarnowitz
(1967), Nelson (1972, 1984).

Despite the criticism of combined forecasts (Bigbold (1989) showed
that it is better to improve one of the single medeather than relying on
combining methods of forecast derived from modelih wincorrect
specifications), this approach has become the subjdurther research.

Combining forecasts for the variation is subjetctesearch of Doidge
and Wei (1998), Armendola and Storti (2008), Doraid and Kamstra
(2005).

There are very few studies about combining quartitecasts. Granger
(1989) and Granger et al. (1989) introduce the idéausing quantile
regression to combine quantile forecasts. Taylor Binn (1998) assess the
usefulness of different restrictions on the paramsetof the quantile
regression combination. Giacomini and Komunjer &O00describe how
encompassing tests can be performed for two geaptédictors using the
quantile regression combining framework. They apgpsir proposal to VaR
estimates of the S&P500 based on two time seridstilty forecasting
methods.

Jeon and Taylor (2013) in their research applieel following four
combined mehods: Simple Average Combinir&n{pAvg, Unrestricted
Linear Combination LinearComb, Weighted Averaged Combining
(WtdAvg and Weighted Averaged Combining Optimized usingdnential
Weighting WtdAvgEXxp.

2. Simple Average Combining (SimpAvg)

The simplest and most widely used forecast compgimethod is to take
the simple arithmetic mean of the individual forstsa We consider the
simple average of the quantile forecasts from tQenhethod and one
CAViaR model, as in expression (3-9) (Jeon anddragi013):

VaR (@) =2 Q% (@) + SVar ) (@, ) (22)

VaRF (@)= ZQ1% (@) + ZVaRN 9 (@, ), (23)

The method will be here denoted SisnpAvgaccording to Jeon and Taylor
(2013) nomenclature. The aim of this approach isdaiermine the
combination of forecasts with lower error variatiean in case of individual
forecasts.
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3. Unrestricted Linear Combination (LinearComb)

A traditional approach to combining is to complitear combinations
of forecasts, called also regression method (Jewh Taylor, 2013). The
method will be dnoted asinearComaccording to Jeon and Taylor (2013)
nomenclature. Forecast is formed on the basis dQaforecast and one of
CAViaR models (Jeon and Taylor, 2013):

VaR(a) =y, + 1,Q%" (a) + yvaR*" ™ (a, B), (24)

VaR (@) = y; + QY (@) + yvaR™* (@, B). (25)
The parametery, and y, inform about the dynamics of forecasted

variable. If the sum of the parameteys and y,is less than unity, the

individual predictions are more volatile than tligkrmeasure VaR. If the
sum of the parameters is greater than one, theindhadual forecasts are of
less dynamic than VaR.

There are several difficulties with the combinatimethod. The first is
related to collinearity of individual forecaststliife individual predictions are
quite good, they would not differ significantly anthis entails the
phenomenon of collinearity. Consequently, the lagnidicance and high
randomness of estimated weights are obtained. Anothsue is the
autocorrelation of the random component, causedalmpcorrelation of
dependent variable. In order to solve this problziebold (1988) proposed
to estimate the ARCH model. The third issue isteglavith the inability to
impose zero restrictions for correlation betweea #rrors of individual
forecasts, when examining the behavior of individaeecasts in the past. In
addition, regression method requires a large dgtg which in case of time
series is fullfilled. The advantage of this metli®the lack of restrictions on
the parameters and lack of assumptions about wednass of individual
forecasts.

4. Weighted Averaged Combining (WtdAvg)

The Weighted Averaged Combining method is basedhenrelation
between forecast error in the past. In this apgrode unbiasedness of
quantile forecast is assumed (Granger (1989)).resadance of combined
forecast will be equal or smaller than of the indiixal forecasts. The method
in our research will be noted ##dAvgaccording to Jeon and Taylor (2013)
nomenclature. The resultant quantile forecast ih@®fform (26-27), without
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constant, where combining weights are constrainelet between zero and
one.

VaR (a,w) = aQ%" (a) + (1- w)va*"* " (a, B), (26)

VaR (@,@) = aQ* (@) +(1- w)VaR """ (a,5). (27)

Clemen (1986) advocates the use of the weightedaggeeven if the
forecasts are biased, arguing that gains in efftgiecan be made at the cost
of some bias. Bunn (1989) noted greater robustoiese method compared
with regression method. Taylor and Bunn (1998) femirout that the value
of the weight indicates the relative explanatoryvers of the two quantile
predictors.

5. Weighted Averaged Combining Optimized using Exponential
Weighting (WtdAvgEXp).

The method is similar to Weighted Averaged Conmigjrbut additionally
the Exponential Weighting factor for the optimisatiof the combining
weight is applied. The factor gives greater weightthe more recent
observations in the quantile regression optimisaitaylor (2008)). In this
way the nonstationarity problem of weights is sdlv&his is particularly
important when the time series exhibits time-varamgl cyclical volatility.
Boudoukh et al. (1998) insist that such an approecha reasonable
compromise between statistical precision and atlaptato the latest
information. Exponentially Weighted Quantile Regiea (EWQR) method
solves the following minimizing problem (Jeon, Tayl2013):

min > )IT'ta"yt —VaR(a,a))‘+
@ tlyts—VaI'}J(a,w)

(28)
+ > AT‘t(l—a)\yt —VaF%(mw)\
tly, >—VaﬁJ (a.w)
min| Y Aaly-VaR(a.q)|+
tly, 2VaR® (a,) (29)

+ Y A-a)y-VaR(@w)

t|yt <VaF{S(n,w)
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WhereVaRJ (a) andVaR(a) are expressed in equations (26)—(27). A lower

value of the decay parameterimplies faster exponential decay, and hence
more weight is given to the recent observations &bk historical
information is captured. This method is notedvislAvgExpaccording to
Jeon and Taylor (2013).

5.1. Out-of-sample diagnostics

Regulators can apply backtest for evaluating tteuracy of the VaR
models, but this method misclassifies forecastmfinaccurate models as
acceptably accurate. In our researchdbeof-sample diagnostiof VaR is
performed on the basis tests and measures, i.&telsés; tests based on
Bernoulli trials model, the Dynamic Quantile testgulatory loss, binary
loss, firm’s loss.

The LR Test of Unconditional Coverage (Kupiec testaluates the
model, taking into account both too much and tow fxceedances. Its
disadvantage, however, is that it does not take actount the distribution
of exceedances in the sample. A well-functioningRVimodel should be
characterized by the absence of autocorrelatiothénindicator function
what can be done by performing the Dynamic Quan¢itt. The model is
considered adequate if the number of exceedancegsponds to the
assumptions and there is no autocorrelation. le cdso exceedances we
consider that the model is inadequate, becausevarestimation of VaR.
Recall the construction and interpretation of thesés/measures.

Kupiec (1995), Christoffersen (1998), Rachev andttriik (2002)

proposed the indicator variabl€,() for time t, made at timé-1, which is
defined as:

(- 0 if Yten 2 _VaR (0’)
b {1 it Y., <-VaR(a)’ <9

s_ )0 if  y., VaR(a)
= ) 31
g {1 if Yun > VaR(a) (31)

On basis of the variable we perfobacktestingIn the backtest we cheek
postif observed loss Y,,,) breaches the forecast VaR at the tim# the

VaR is indicated on the significance level af, an appriopriate model
should also indicate fraction of exceedances ofréladised loss at the level
of a . If the fraction of breaches is much greater thssumed, it means that
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the model underestimates the size of VaR. Lowerharnof exceedances
means in turn that the model overestimates the &/alu Risk (Doman,
Doman, 2009).

Kupiec (1995) proposes to tregt®:t =T, T +1,...,T+T', wherepo:

denotes instrument position, i.¢. — long ors — short, as sequence of
Bernoulli trials of independent variables with tisame probability of
success:

f- {o if Yu,2-VaR(a) with 1-a (30)

1 if y,,<-VaR(a) with @
s_]0 if vy, VaR(a) with 1-a&

= n . 31
d {1 if  y.,>VaR(a) with. @ (31)

The null hipotesis of Kupiec test d,:a =a .
The likelihood ratio test statistitR,. (ang.the LR Test of Unconditional
Coverage is given by an equation (Pipie2006):

LR, =2n{i-a)" *°a%}-Infi-a)" Sas}] (32)
where Szz::'gﬂp"z means the total number of exceedances and
1

a=

T +12:TT'§F’°Z is the assessment of the likelihood of successh Wi
true null hypothesis, test statistic has asymptdistribution )(12. The null
hypothesis is rejected if the statistical valueal®ve a critical value, i.e.
LR, >384.

Christoffersen (1998) combines the above testaufmonditional coverage
and independence. In effect, the null hypothesisth@ unconditional
coverage test will be tested against the alteraativthe independence test.
The statistics othe Joint Test of Coverage and IndependeBoexpressed
by the following equation (Christoffersen, 1998):

L&c = LRJC + LRnd . (33)
where:

LR = Z[In{(l— ﬁ01)T00 ﬁggl (l_ ;Tll)Tlo ﬁlT%l} -

_ In{(l— ﬁz )(T00+T10) 72[?01”11) H (34)
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wherer; =T, /(T +T,y); 7= (T +Ty)/Tfor j,i=0,1, T, — number of
points at time{t;ZSt ST} for which thel, =i follows I, = j.

The test statistic has asymptotic distributigif. The null hypothesis is
rejected if the statistical value is above a aitialue, i.eLR . >599.

The Dynamic Quantile test was constructed to chibek absence of
autocorrelation in sequencg{”:t=T,T+1,...,T+T}, where & is
binary variable expressed by equations (30)—(3&fine for long position
HittI (@)=1(y, <-VaR(a))-a and for short position:
Hit’(a) = I(y, >VaR(a)) - (a), where I ([) is indication function. The
Dynamic Quantile test verifies two hypothesis sitaéously:

*Hy, : E(Hit”(@)) =0,

poz

*Hg,: variable Hit™“(a) is uncorrelated with the variables included

into information set.
Engle and Manganelli (2004) jointly verify the alowypothesis by the
regression of the following form:

Hit**(a) = AX + ¢, (35)
where X is the matrix X =[x ;] of dimensionT xk, where in the first

column are the ones, thercolumns contains variablesit,_;,...Hit,_,, and

k—p—1remaining columns — an additional independentaides (including
VaR)cThe Dynamic Quantile test statistic is expredsethe equation:

A XXA

a(l-a)’ (38)

where A =(XX)™*XY is the OLS estimate of parametefs The test

statistic is asymptotically distributeﬂf.

Detailed test results are available from the authrothe request. In table
(12)—(13) bolded value indicate models which areqacte under assumed
criterion.

Lopez (1998) proposed the loss functions evaloati@thod not based
on hypothesis testing framework, but rather on gmssg to the VaR
estimates a numerical score that reflects spec#igulatory or firm’s
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concern. In our research we take into account pileess, regulatory loss and
firm’s loss.

Let loss function will be implied by the binomialetihod which takes value
0 or 1 related with observed VaR breach:

_Jo for vy,,=-VaR(a)
ftl (yt+n 'VaF\J (0’)) - {1 for yt+n < —VaF{ (O’) ' (39)
s _J0 for y.,<VaR(a)
f°(Yiun, VaR (@) = {1 for vy, >VaR(a) (36)

Binary loss (BL) is described by the number of gtmms observed in
period fromt=T+ntot=T+T'+n (Lopez, 1998; Pipien, 2006):

T+T'

BLP? = 3 P, (37)
t=T

The smaller is the number of exceedances, therlratiag for the models
will be assigned. This criterion favors models whaverestimate the VaR
and assign low score for the models that geneita¢eal VaR forecasts. In
the assessment of VaR forecasts an important issteetake into account
the size of the losses that are associated witleptioms of VaR by

observatiory,,,,. Function (41) includes only the fact of exceptionad
does not take into account the size of the losgsm@ from an extremal
market movement.

The second loss function proposed by Lopez (1e€88}ains both the
magnitude and the number of exceptions:

| — 0 for yt+n2_vaR(a)
V@) =1, 7 e o < cvasiar
s _[o for v, <vaF(@
Ve @)=|0, o e e s svastar

Regulatory los¢RL) is expressed as follows (Sarma et al., 2003):
T+T'
RLpoz - z ft poz. (40)
t=T
Thus, as before, a score of one is imposed wheexeeption occurs, but
also, an additional term based on its magnitudadkided. The numerical
score increases with magnitude of the exceptioncamdprovide additional
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information on how the underlying VaR model fordasabe lower tail of the
inderlying distribution.

Sarma et al. (2003) pointed out that in financititutions exists
conflict between profit maximization and the dutf grotection against
market risk. The duty is related with Basel Ill whiimposes an obligation
to maintain the capital requirements to cover pidéiosses. Sarma et al.
(2003) propose to incorporate in the loss functimadditional costs arising
from the capital adequacy. The loss function is:

| _|evaR(a) for vy,.,=-VaR(a)
" (y“”’vag(a»_{l+<ym WVaR(@)F for Y, <~vaR(@)
: _[cvaR(@) for y,,<VaR(a)
@)= R o o e vastay 0

where the parametet >0 specifies the opportunity cost associated with
non-use of the capital which the institution musidhin order to hedge
against the risk predicted by VaR (Sarma et al32@0pier, 2006). In our
research we assume=1. The cumulated value of *** is expressed as
follows (Pipien, 2006):

T+T'

FLP? = S £, (47)
t=T

The function is calledirm’s loss (FL) and enables to compare the VaR
forecasts generated by different models in scopearket risk hedging. The
model that generates too conservative VaR predistidll — unlike to (44) —
be penalized by the (47) due to inefficient maiatere of excess capital in
order to hedge against market risks.

6. Empirical Study

6.1. Descriptive statistics

We analysed close priceP() from August ¥, 2008 to October 19

2014 in case of gold (1593 observation), and froayNId", 2008 to October
10", 2014 (1851 observation) for oil. As an impliedlatiity we used
CBOE Gold Volatility Index and CBOE Crude Oil Vadlay Index

(at'mp”e“). The indices measure the market's expectation lafility implicit
in the prices of options. The indices are leadimgometers of investor
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sentiment and market volatility relating to listegtions on an instrument
with different strike prices, at the money (ATM)dawout of the money
(OTM), which are then averaged to provide hypotatiprice of ATM
options with a maturity of one month (22 days besg). Daily volatility is

calculated using scaling ruleryms? = \/2527,med,

Table 1. Descriptive statistics

Instrument  Median Mean S.td. Minimum  Maximum Skewness  Kurtosis
deviation

Gold 0.0005 0.0002 0.0127 -0.0888 0.1044 -0.2497 10.0226

Qil 0.0008 0.0002 0.0239 -0.1274 0.1503 0.0379 9.0206

Table 2. The Lomnicki-Jarque-Bera test results

Instrument Statistics p-value
Gold 24.5934 0.2174
Oil 83.5494 0.0000

Table 3. The Ljung-Box test results

Lags 10 15 20
Instrument  Statistics p-value Statistics p-value Statistics p-value

Gold 13.7835 0.1831 22.9158 0.0859 245934 0.2174

Qil 46.6134 0.0000 74.5049 0.0000 83.5494 0.0000

Table 4. The Engle test results

Lags 10 15 20
Instrument  Statistics p-value Statistics p-value Statistics p-value
Gold 89.3389 0.0000 105.6773 0.0000 148.0272 0.0000
Qil 413.6957 0.0000 488.4326 0.0000 522.1252 0.0000

Table 5. The McLeod-Li test results

Lags 10 15 20
Instrument  Statistics p-value Statistics p-value Statistics p-value

Gold 150.8873 0.0000 207.7756 0.0000 303.2220 0.0000

Qil 1.300.5209 0.0000 1908.8351 0.0000 2 553.6536 0.0000

Thetime series of the quotations, prices and ratestafn were checked
for the presence of the following features: fati@its than in the normal
distribution (identified on the basis of the qubmtjuantile plots, histograms
and the Lomnicki-Jarque-Bera test); stationaritytpaorrelation of the rates
of returns (checked with the Ljung-Box test); skeas kurtosis of rates of
return. The rate of returns have high degrees dbgkis, a negative skewness
is evident in case of gold. The oil time seriesharacterised by positive
skewness. The Lomnicki-Jarque-Bera test rejectmality at the 5%-level

DyNAMIC ECONOMETRIC MODELS 15 (2015) 129-156



146 Ewa Ratuszny

in case of oil. The standard deviation of the afteeturns is the highest in
the case of oil. The Q test Ljung-Box in case ofralicates autocorrelation.
The Engle and McLeod-Li test confirms the existernfea strong and
permanent nonlineatependence.

Table 6. Gold. Estimated parameters of CAViaR @A¥iaR-Plugin models

CAViaR Plugln

Model Parametr  Long position Short position Long position Short position
0.01 0.05 0.01 005  0.01 0.05 0.01 0.05
B 0.00041 0.00008 0.00037 0.00025 -0.00223 -0.00414 -0.00156 —0.00271
1 (0.0004) (0.0002) (0.0004) (0.0002) (0.0073) (0.0050) (0.0043) (0.0027)

B 093857 0.94362 0.95419 0.94818 -0.35921 -0.28538 0.53545 0.33501
SAV 2 (0.0222) (0.0244) (0.0277) (0.0163) (0.5209) (1.1716) (0.4215) (0.4223)
B 0.18587 0.11934 0.10555 0.07401 0.24365 0.08086 —0.27554 -0.14731
3 (0.0698) (0.0537) (0.0612) (0.0189) (0.2447) (0.1983) (0.1014) (0.0757)

g 147378 1.55136 0.64168 0.95140
1Q (0.6732) (1.4107) (0.3212) (0.5991)
B 0.00068 0.00005 0.00032 0.00024 —0.00194 —0.00365 —0.00995 —0.00163
1 (0.0007) (0.0002) (0.0003) (0.0002) (0.0063) (0.0021) (0.0099) (0.0021)

B 094322 094893 0.96706 0.94679 -0.14498 0.34562 0.07883 0.40237
2 (0.0373) (0.0216) (0.0141) (0.0179) (0.6099) (0.2039) (0.3584) (0.2845)
s B 025113 0.13757 0.10653 0.07312 —0.32960 —0.24975 —0.21780 —0.10120
3 (0.1068) (0.0492) (0.0474) (0.0333) (0.3141) (0.1194) (0.1142) (0.0753)

B -0.03450 —0.08393 -0.02525 -0.08316 —0.23637 -0.15212 0.55140 0.22534
4 (0.0785) (0.0491) (0.0316) (0.0208) (0.3469) (0.1318) (0.3182) (0.1333)

£ 1.25475 0.87372 152731 0.80735
IQ (0.6264) (0.3152) (0.8703) (0.3249)

B 0.00002 0.00000 0.00001 0.00000 0.00004 0.00015 0.00023 0.00003
1 (0.0004) (0.0002) (0.0004) (0.0001) (0.0036) (0.0011) (0.0006) (0.0002)

B 091453 0.95049 0.95819 0.95292 0.32477 0.37988 0.03281 0.40679
Indirect 2 (0.4147) (0.4265) (0.7352) (0.3599) (4.6846) (2.7296) (0.6178) (0.8225)
GARCH B 0.47486 0.15482 0.16744 0.07178 0.71078 0.03784 0.22551 0.04628
3 (0.5825) (0.6343) (1.0813) (0.1408) (7.8410) (2.0967) (3.0804) (0.5717)

3 1.50097 1.98863 1.59270 0.79010
IQ (9.4800) (6.6522) (1.6841) (0.9189)

B -0.00003 -0.00001 -0.00001 -0.00001 -0.05703 -0.04389 0.05029 0.00480
1 (0.0000) (0.0000) (0.0000) (0.0000) (0.0546) (0.1450) (0.0470) (0.0470)

B 0.01650 0.56209 -0.34653 0.42903
AD 2 (0.2477) (1.0987) (0.3483) (0.9800)
B 0.11134 0.08988 -0.12186 —0.01272
3 (0.0232) (0.0000) (0.0018) (0.0000)

! 1.36557 0.84537 1.53685 0.61808
IQ (0.0546) (0.1540) (0.0677) (0.1400)

Note 0.01; 0.05 —a-significance level of VaR; standard errors in Btes; bolded values indicate

significant parameters accordingttstatistics.
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6.2. Empirical research

We perform estimation of CAViaR models (equatig®s—(9)), implied
guantile model (equations (12)—(13)), encompassimethod (equations
(14)—(21)) and combining method of forecast (equei(22)—(27)). We use
1093 periods for gold and 1350 periods for oil stireate parametersn¢
sampl@ and 500 periods for post-sample evaluation of-alagad quantile
estimates using rolling window. For both instrumewts indicate rate of

returns I, and and an average returns in the sample).(We perform

estimation for residualy, =r, — .

We estimate the parameters using, as Engle andydviafli (2004),
Doman, Doman (2009), Jeon and Taylor (2013),Diféerential Evolution
algorithm in C++ and Matlab. The algorithm was presd by Price and
Storn (1997).

Parameters of estimated models are contained lesté®) and (7). For
gold in the SAV models for long and short positi@isthe 0.05 level of
probability and in the case of the model Indire&R&H both long and
short positions explanatory variable as empiricaardile turns out to be
significant. For oil we observe a different sitoati Only in the case of
models SAV and the AS for a short position at tf@b Gignificance level
and for the AD model for long and short positiomghe 0.01 significance
level attached explanatory variable of empiricaamfile turned out to be
irrelevant.

To optimize the parameters of regression methauk the variance-
covariance method we expressed the quantile regnessinimization as
a linear programme and applied the Nelder-Mead Bixnplgorithm. The
estimated parameter for the combined forecasts cargained in the
Table (8).

In case of gold the forecast based on implied ilityateceives a higher
weight than the predictions from the CAViaR modétscase of the oil the
implied quantile receives significantly higher wetigwhen forecast is
combined on the basis of CAViaR-AD model and inghlgpiantile for long

and short positions at the 0.01 significance leaat] for a long position at
the 0.05 significance level. But for a short pasitiat the 0.05 significance
level the implied quantile receives a significantligher weight in the

combination of implied quantile with the forecasisbd on SAV or Indirect
GARCH model.
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Table 7. Oil. Estimated parameters of CAViaR @#&ViaR-Plugin models

CAViaR Plugin

Model Parametr  Long position Short position Long position Short position
0.01 0.05 0.01 0.05 0.01 0.05 0.01 0.05
By 0.00251 0.00011 0.00278 0.00006 -0.00062 —0.00196 -0.00074 —0.00288
(0.0007) (0.0002) (0.0015) (0.0002) (0.0032) (0.0029) (0.0037) (0.0013)

B> 0.87120 0.91757 0.76330 0.90003 0.68751 0.78916 0.49449 0.79478
(0.0211) (0.0370) (0.0683) (0.0265) (0.1239) (0.1580) (0.2313) (0.0520)

Bs 0.27242 0.17969 0.55563 0.20181 0.24017 0.14208 0.51237 0.22536
(0.0466) (0.0882) (0.2154) (0.0561) (0.0486) (0.1666) (0.2829) (0.0638)

Ing 0.26605 0.20524 0.33959 0.18180
(0.1846) (0.1679) (0.2533) (0.0843)
By 0.00303 0.00010 0.00218 0.00048 -0.00396 -0.00053 0.00225 -0.00089
(0.0008) (0.0002) (0.0008) (0.0002) (0.0084) (0.0011) (0.0013) (0.0009)

B> 0.84521 0.93895 0.86735 0.91141 0.60910 0.91166 0.86953 0.85358
(0.0358) (0.0301) (0.0375) (0.0279) (0.2047) (0.0795) (0.0387) (0.0638)

AS Bs 0.25223 0.09902 0.48895 0.24716 0.22894 0.07790 0.48150 0.26358
(0.0585) (0.0823 (0.1723) (0.0589) (0.0530) (0.1848) (0.1674) (0.1156)
B, -0.44066 -0.16163 -0.01570 -0.06286 —0.38298 -0.16073 -0.02043 -0.05617

(0.1968) (0.0653) (0.0790) (0.0564) (0.2921) (0.0923) (0.0785) (0.0831)

'ng 0.40265 0.05087 -0.00280 0.09615

(0.3612) (0.1275) (0.0396) (0.0533)

By 0.00009 0.00002 0.00027 0.00001 0.00010 0.00001 0.00020 0.00014

(0.0008) (0.0004) (0.0005) (0.0003) (0.0007) (0.0008) (0.0009) (0.0010)

B 0.92011 0.89439 0.57487 0.88718 0.76380 0.85947 0.33369 0.69506

Indirect (0.2345) (0.4421) (0.1830) (0.3737) (0.5136) (0.5754) (1.6465) (0.9587)
GARCH Bs 0.33190 0.30253 2.23002 0.26633 0.36438 0.30606 2.15737 0.27593
(0.0955) (0.2939) (1.6959) (0.2245) (0.0785) (0.5608) (1.8255) (0.5857)

,B|Q 0.16353 0.05555 0.41244 0.33313

(0.4457) (0.4795) (1.6413) (1.0470)

By -0.00006 -0.00001 —0.00009 -0.00001 —0.01450 -0.01260 -0.00243 0.01063

(0.0000) (0.0000) (0.0000) (0.0000) (0.0327) (0.0000) (0.0587) (0.0000)

*SAV

£, 0.46859 0.87643 0.13146 0.79313
D (0.1660) (0.0000) (0.2360) (0.0000)
2 0.01776 0.02359 -0.01067 —0.02933

(0.0000) (0.0000) (0.0000) (0.0000)

B 0.72811 0.24512 099871 0.20844

(0.0636) (0.0000) (0.0955) (0.0000)

Note 0.01; 0.05 -a-significance level of VaR; standard errors in ltas; bolded values indicate signifi-
cant parameters accordingttstatistics.

Weights received on the basis of Weighted Averagaaibining method
are included in a table (9). For gold, we obsena the forecast based on
implied volatility receives a higher weight tharetforecast from CAViaR
models, and in the case of oil implied quantilesrees a higher weight only
in combining forecast of the implied quantile an&\@aR-AD.
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Table 8. Estimated parameters of linear combinatiethod

Model Long position Short position
0.01 0.05 0.01 0.05
i Vo V3 Vi Vo Va3 Vi Vo Vo Vi Vo V3
Gold
SAV -0.002 0.826 0.265 -0.005 1.153 0.104 -0.009 2.121 -0.584 -0.001 1.624 -0.403
AS -0.001 1.091 -0.025-0.005 1.187 0.090 -0.011 1.571 0.020 -0.001 1.598 -0.381
Indirect GARCH -0.001 1.120 -0.057 -0.005 1.057 0.178 -0.008 2.253 -0.746 0.000 1.622 -0.468
AD 0.028 1.215-0.956 0.005 1.294 -0.460 0.027 1.637 —1.287 0.005 1.188 —0.378
il
SAV -0.010 0.650 0.572 -0.008 0.581 0.639 -0.011 0.593 0.601 -0.013 0.907 0.454
AS -0.006 0.561 0.575 -0.006 0.296 0.863 -0.008 0.198 0.950 -0.007 0.447 0.758
Indirect GARCH -0.014 0.617 0.686 —-0.007 0.201 0.969 -0.010 0.492 0.704 -0.012 0.943 0.417
AD -0.016 1.338 0.035 -0.015 1.314 0.162 —0.029 1.235 0.236 —0.123 1.476 3.111

Note 0.01; 0.05 —o-significance level of VaR; bolded values indicabedels with higher value of
parameter for forecasts derived on the basis ofiéahguantile model

For determining the coefficiemt the EWQR method is applied. EWQR
estimation was carried out on the in-sample datéh vihe last 500
observations excluded and considering a grid véflued between 0.97 and
1 with a step size of 0.001. The smallest valutheffunction (28)—(29) was
the criterion to determine the optimum values fbr for the analysed
significance levels of VaRd ). The discount factor for long and short
positions and considered significance levels aosvehin the table (10). The
lower values for long positions mean that the Caddl the 0.05 quantile
change more dynamically over time than the 0.01 thed0.05 quantile in
the case of a short position.

Table 9. Estimated weights of Weighted AveragedBining method

Instrument Model Long position Short position
a 0.01 0.05 0.01 0.05
SAV 0.5996 0.7290 0.8339 0.9066
Gold . AS 0.7771 0.6058 0.7016 0.9067
Indirect GARCH 0.5198 0.7028 0.7731 0.9281
AD 0.9519 0.9696 0.9760 0.9762
SAV 0.3193 0.3928 0.4083 0.2192
oil AS 0.0822 0.2564 0.0439 0.0966
Indirect GARCH 0.3288 0.0832 0.3052 0.2480
AD 0.9770 0.9280 0.9071 0.9295

Note 0.01; 0.05 -u-significance level of VaR; bolded values indicatedels with higher weighiL
assigned to forecasts from implied quantile model
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Table 10. Estimated Exponential Weight

Instrument Model Long position Short position
a-significance level of VaR 0.01 0.05 0.01 0.05
SAV 0.996 0.996 1.000 1.000
Gold . AS 1.000 0.982 1.000 1.000
Indirect GARCH 1.000 0.991 0.993 1.000
AD 0.991 1.000 1.000 0.995
SAV 0.970 0.998 1.000 0.999
o AS 1.000 0.998 1.000 1.000
Indirect GARCH 1.000 0.998 1.000 0.998
AD 0.993 0.981 0.997 1.000

The estimated values of weights for Weighted AvedagCombining

Optimized using Exponential Weighting is includedhe table (11). We see
the opposite situation than in the case of Weightedraged Combining
without discounting factor. In the considered camalions, the forecasts
from the CAViaR models receive a significantly reghveight (> 093).

Table 11. Estimated weights of Weighted AverageammBining Optimized using
Exponential Weighting

Instrument Model Long position Short position
a-significance level of VaR 0.01 0.05 0.01 0.05
SAV 0.008 0.026 0.009 0.036
Gold . AS 0.007 0.028 0.009 0.036
Indirect GARCH 0.008 0.028 0.009 0.037
AD 0.007 0.023 0.009 0.036
SAV 0.016 0.060 0.019 0.062
o AS 0.016 0.058 0.016 0.058
Indirect GARCH 0.015 0.063 0.018 0.063
AD 0.015 0.062 0.025 0.066

Results of measures are presented in tables¢igpfd and (13) for oil.

Conclusions

In the present study the CAViaR models, the en@ssipg method and
the combined forecasts methods are applied to rdeterthe risk measure
VaR. Since none of the forecasts is dominant aedetlis no universally
accepted ranking of the various methods, we deciteaheck if the
encompassing method or the forecast combinatiomadstmay reduce the
risk of a large forecast error compared to indigidiorecast.
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Table 12. Gold. Loss functions fpost sample

BL FL RL
Model/metoda long short long short long short
position position  position position position position
a 0.010.050.010.05 0.01 005 001 005 001 0.05 0.01 0.05
1Q 15 40 8 32 87.22 153.25 23.33 56.22 76.02 146.41 13.73 50.34

CAViaR 7 35 2 16 63.80 133.08 17.27 35.02 49.26 124.91 4.60 27.46
Plugin 13 40 10 35 66.86 144.30 25.66 58.53 54.80 137.31 16.25 52.83
LinearComb 10 43 12 29 75.95 160.81 28.79 52.09 63.61 154.35 20.01 46.00

SAV SimpAvg 10 35 3 20 73.65 139.98 17.96 41.08 60.78 132.44 6.79 34.31
WitdAvg 10 38 5 32 75.23 146.53 20.08 56.27 62.67 139.32 9.93 50.40
WtdAvgExp 7 35 2 16 63.90 133.41 17.26 35.14 49.39 125.27 4.62 27.63
CAvViaBR 8 35 2 16 79.72 142.30 17.04 35.28 65.61 134.49 4.03 27.79

Plugin 15 52 10 31 69.21 159.32 25.85 54.38 57.75 152.94 16.70 48.60

AS LinearComb 14 45 6 29 83.31 163.03 21.51 51.85 71.70 156.58 11.41 45.72
SimpAvg 11 38 3 20 82.60 147.74 17.77 41.23 69.94 140.42 6.43 34.50

WidAvg 12 38 4 32 83.83 148.39 18.84 56.27 71.96 141.16 8.17 50.40
WtdAvgExp 8 35 2 16 79.72 142.41 17.04 3540 65.62 134.63 4.05 27.95
CAvViaBR 9 31 2 14 56.45 118.36 17.44 32.92 41.77 10945 4.74 25.15

Plugin 3 4 2 12 36.75 61.98 17.73 29.92 18.47 46.66 2.80 21.95

Indirect LinearComb 15 41 14 33 86.04 155.96 32.44 57.16 74.58 149.32 24.03 51.25
GARCH SimpAvg 10 34 3 20 68.26 133.03 18.05 40.74 55.28 125.13 6.87 33.89
WtdAvg 11 36 5 32 69.72 140.40 20.06 56.49 56.84 132.93 9.73 50.65
WidAvgExp 9 31 2 15 56.60 118.96 17.43 34.02 41.96 110.10 4.76 26.31
CAViaR 10 25 4 32 81.23 123.45 19.68 61.71 68.48 114.45 598 5548

Plugin 15 51 8 32 68.35 153.60 24.49 55.07 57.01 147.15 14.59 49.10

AD LinearComb 5 40 4 15 62.64 149.55 19.06 34.03 47.34 142.51 7.67 26.68
SimpAvg 12 28 4 30 83.04 132.13 18.93 56.13 71.06 12417 7.24 50.06

WtdAvg 14 42 7 32 86.03 159.76 22.29 56.27 74.75 153.26 12.57 50.38
WidAvgExp 10 26 4 32 81.22 124.64 19.66 61.38 68.48 115.70 6.00 55.16

Note 0.01; 0.05 -a-significance level of VaR; bolded value indicatasdels/methods that both tests
based on Bernoulli trials model and dynamic quartist indicate as adequate, underlined valueeis th
lowest value among the models/methods for the aadlposition and at the significance level.

The subject of the study were two assets: gottaln For crude all, in
the encompassing method we observe significantibotipn of the implied
volatility to the VaR. For gold, the implied quastihas been assigned
a higher weight in the method of Linear Combinatiand Weighted
Averaged Combining method.

Conclusions made by Jeon and Taylor (2013), whalyaad the
CAViaR models, the encompassing method and the icatibn methods
for the capital market indices differ from the gmesented in this study for
the commodities. Jeon and Taylor (2013) using lest&tand the Dynamic
Quantile test pointed out the forecast determingddmbining methods as
more adequate than coming from CAViaR models oritm@ied quantile
model. In their view, the encompassing method @earimore accurate
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forecasts than the individual CAViaR models or itmelied quantile model
individually, but considering only the criterion ¢fie smallest fraction of
exceedanceHit (Table (5) in Jeon and Taylor (2013)). Among thetimds

of combining forecasts Jeon and Taylor (2013) maimut that the linear
combination method and the arithmetic mean methedete the most
adequate VaR.

Table 13. Oil. Loss functions f@ost sample

BL FL RL
Method/model long short long short long short
position position  position position position position

a 0.010.050.010.05 0.01 005 001 005 001 0.05 0.01 0.5

Q 8 24 4 28 5353 91.59 19.90 49.10 38.92 81.89 519 39.78
CAViaER 6 24 2 30 27.18 75.88 1894 50.55 7.74 65.51 202 41.36

Plugin 9 51 10 65 44.49 13240 25.07 112.84 29.46 124.69 11.22 106.70

SAV LinearComb 8 42 10 59 40.44 115.63 24.97 105.85 24.87 107.44 11.76 99.59
SimpAvg 7 25 0 27 3547 81.99 15.88 46.29 18.46 72.00 0.00 37.01
WitdAvg 7 24 0 27 31.72 79.47 16.08 46.76 13.85 69.38 0.00 37.50
WidAvgExp 6 23 2 29 27.27 7525 18.90 49.29 7.91 6492 2.02 40.08
CAvViaR 5 23 1 20 26.86 77.04 18.58 35.75 6.62 66.64 1.10 25.07

Plugin 11 38 1 34 5547 108.30 18.73 60.07 41.76 99.63 1.07 51.86
LinearComb 7 35 4 27 36.01 101.16 19.97 48.09 19.04 92.17 4.60 39.09
SimpAvg 6 25 0 25 34.13 83.56 16.15 41.35 16.70 73.55 0.00 31.40
WtdAvg 5 24 1 22 27.17 79.86 18.43 37.66 7.39 69.66 1.08 27.14
WtdAvgExp 5 23 1 21 26.90 77.38 18.52 36.69 6.75 67.01 1.09 26.10
CAViaR 3 18 0 23 2545 58.71 18.65 39.65 4.52 47.11 0.00 29.57

Plugin 6 20 0 0 33.06 63.24 18.08 16.03 15.50 52.08 0.00 0.00

Indirect LinearComb 6 26 5 53 37.19 78.81 20.19 92.12 20.71 68.92 5.10 85.37
GARCH SimpAvg 6 18 0 25 34.84 69.12 16.72 42.12 17.11 58.41 0.00 32.44
WtdAvg 5 18 0 26 30.59 60.08 17.47 42.59 11.78 48.63 0.00 32.75
WtdAvgExp 3 19 0 24 25.52 60.71 18.58 40.57 4.68 49.24 0.00 30.57
CAVieR 0 5 0 5 29.80 34.08 19.28 20.99 0.00 16.00 0.00 5.50

Plugin 12 45 13 90 68.43 14219 29.38 161.95 54.95 134.43 16.61 156.82
LinearComb 15 44 59 205 77.90 132.14 114.91 470.52 65.61 124.19 107.58 468.66
SimpAvg 0 8 0 11 3445 49.03 18.96 2555 0.00 3505 0.00 13.10

WitdAvg 10 34 4 55 59.29 113.07 19.77 101.50 45.54 104.52 542 94.84
WidAvgExp 0 5 0 5 30.73 3510 19.21 20.69 0.00 17.51 0.00 557
Note 0.01; 0.05 -a-significance level of VaR; bolded value indicatesdels/methods that both tests

based on Bernoulli trials model and dynamic quartiist indicate as adequate, underlined valueeis th
lowest value among the models/methods for the agdlposition and at the significance level.

In our research, the Kupiec test is used in cartjon with the Dynamic
Quantile test and the Christoffersen test, so tlelals and methods that
underestimate or overestimate VaR are rejectedshidev that the criteria
based on the Kupiec, the Christoffersen and theabByo Quantile test
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together more precisely classify the VaR forecagstimethod than the one
used by Jeon and Taylor (2013). Proposals of evaiua¥aR models

formulated in this study may protect the institatiagainst errors arising
from the application of methods pointed out by Jand Taylor (2013), and
inefficiently maintaining too high level of capital

In the case of the commodities neither the enessipg method nor the
combining forecast method improve VaR forecast® iethod of choosing
the most adequate model presented in this papés teathe CAViaR-SAV
model selection as the source of most optimal nreasiurisk forecasts. The
Kupiec test, the Christoffersen and the Dynamic rifileatest indicate the
model as an adequate to forecast VaR for gold drfdroshort positions at
the 0.01 and the 0.05 significance level, and ftorg position at the 0.05
significance level. The model generates also theesv value of loss
functions.

In our study, none of the models and none of tethods have predicted
adequately the VaR for a long position at the Gighificance level, leading
to the conclusion that the choice of model shoukb alepend on the
financial institution's investment strategy andtfubio structure.
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