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Abstract

In a democratic society, the criminalisation of spreading disinformation is deemed a violation of freedom of expression. The development of information and communication technology, specifically the Internet, has changed people’s perceptions of both disinformation and freedom of expression. This research critically analyses criminal law intervention against disinformation and freedom of expression in Indonesia. The research is document research using a comparative approach that analyses laws and regulations on disinformation in Indonesia, Germany, and Singapore. For Indonesian law, this research focuses on the provision of Articles 14 and 15 of Law No. 1/1946, which criminalises disinformation in the public sphere. This research shows that Indonesia needs a new approach regarding the criminal prohibition of spreading disinformation. It recommends that criminal law intervention is limited only to disinformation that is spread on a massive scale and causes significant harm.
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**INTRODUCTION**

The spread of false and fake information through the Internet on a massive scale has increasingly become a serious concern globally. In Indonesia, this type of information is commonly referred to as ‘hoax’. Its meaning is broadly in line with the English definition, but how it is understood by individuals varies, as it encompasses a broad array of both dis- and misinformation. According to the Merriam-Webster dictionary, a hoax is a piece of information that spreads in order to trick other people into believing something false.¹ The Indonesian Ministry of Information and Communications defines hoax as a term within the field of communications conveying information that is not true: it either contains harmful disinformation or not, including in the form of memes, parodies, or satire.²

The English definition of hoax is different from that of disinformation, which is a piece of false information that is deliberately and often covertly spread to influence the public or obscure the truth.³ Wardle argues that disinformation is a type of information that tricks its audience and causes harm to other parties. The actor who creates the disinformation distributes it without providing a mechanism for verification. Thus, in journalism, for example, disinformation is not aligned with the journalist code of ethics because it is neither accurate nor accountable.⁴ This is broadly what is meant by ‘hoax’ in the Indonesian context. Consequently, in this research, to ensure clarity, the term ‘disinformation’ will be used.

In Indonesia, spreading disinformation resulting in conflict is criminalised, through Articles 14 and 15 of Law No. 1/1946 concerning Criminal Law Regulations (Law No. 1/1946). This condition originated from

---


² Interview with Josua Sitompul, the Legal Coordinator and Partnership of the Ministry of Information and Communication of Republic of Indonesia, March 3, 2021.


the colonial government of the Dutch East Indies and was perpetuated from article 171 of Wetboek van Strafrecht voor Nederlandsch-Indie, or the Dutch East Indies Penal Code. The Dutch government applied these provisions only to areas under its colonial rule. After independence, Indonesia has upheld that regulation. Those provisions and several more recent provisions in Law No. 19/2016 on Electronic Information and Transactions (ITE Law) are often used to prevent and handle the distribution of false information circulating on the Internet.

In response to the massive explosion of false and misleading content on the Internet, other nations have also developed specialised laws regulating the spread of disinformation. In the year 2018, Germany published Netzwerkdurchsetzungsgesetz (NetzDG), which is a law that can hold intermediaries responsible for user-generated content. Meanwhile, Indonesia’s neighbour Singapore has published the Protection from Online Falsehoods and Manipulation Act (POFMA) of 2019, which contains a correction direction that utilises the government’s authority to alert internet users, and internet intermediaries, to the (alleged) falseness of statements. Neither bill prioritises criminal law enforcement to handle and prevent the distribution of disinformation.

This article aims to give an outlook on criminal law regulations concerning the spread of disinformation that fits Indonesian social conditions and questions the relevance of criminal law interventions against disinformation. This research uses a micro comparative approach to analyse disinformation laws and regulations relating to freedom of ex-
pression in Germany and Singapore to provide learning material for Indonesia. The researchers chose these counties because they have national laws that specifically seek to prevent the spread of disinformation, primarily through the Internet.

I. FREEDOM OF EXPRESSION, DISINFORMATION, AND CRIMINALISATION

The justification behind the freedom of expression is finding the truth and actively participating in democracy. Mill considers that freedom of expression is a way to communicate a fact, and the more chances that are given to state an opinion, the greater the chance that the truth can be revealed. Feinberg believes that a statement of information that is not true is allowed as long as it does not harm any other party. In this line of thinking, the prohibition of opinions that consist of untruths can in fact create more harm because the discovery of the truth is prevented. John Milton communicates the same sentiment, stating that lies must be revealed and cannot be censored, because this would make individuals lose the ability to think and seek the truth. Under the foundation of freedom of expression, a person may state something not true to the public as long as it does not burden other parties.

The assessment of an opinion can be conducted openly and freely within the marketplace of ideas, in which there is the plurality and accessibility of information. Each person who comes to the ‘market’ by bringing individual opinions, triggers an exchange of views. Ideas compete with one another and are assessed by individuals, leading to the
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emergence of further ideas. After all, individuals are humans who have the rationality to choose and receive the best opinions. The aim of the marketplace of ideas is to shape public opinion and, in turn, public policy. This is a key part of a citizen’s participation in a democracy.

The Internet is seen as a digital marketplace of ideas, including false and inaccurate information. The Internet is part of the public space which formulates public opinion. However, the algorithms of various Internet intermediaries – social media platforms such as Facebook and YouTube as well as search engines such as Google – hinder users’ access to information and thus to the truth. Internet intermediaries use algorithms to personalise information in line with the specific interests of Internet users. Subsequently, Internet users cannot receive the complete and balanced information needed for the thought process in order to make decisions.

Some actors use the Internet to spread disinformation and create negative consequences and conflict. This has implications for Internet users’ rights to privacy, because intermediaries offer data-driven services, which certain actors can use to spread disinformation. These actors determine the targeted audience by collecting and analysing users’ data then advertising the disinformation specific to the target audience. Moreover, the actors purposely utilise the Internet to spread disinformation because the Internet can provide a repetitive impact, affective arousal, and cognitive bias. The negative effect: Internet users believe and trust that disinformation. What has happened is the opposite of the ideal situation of the marketplace of ideas, and instead echo chambers and filter bubbles are rampant. This harms Internet users, making them become less critical of the information circulated on the Internet.

---

14 T. Rasmussen, “Internet and the Political Public Sphere,” Sociology Compass, 2014, Vol. 8, Issue 12, p. 1322. Rasmussen refers to Benkler’s arguments that Internet represents a significant change towards a more democratic and responsive public sphere.


Disinformation is often associated with violence. Actors can use disinformation to incite Internet users to violate the law. For example, in Indonesia, disinformation alleging that fraud took place during the 2019 presidential election was widely circulated online prior to the announcement of results, leading to violent riots on 21 May 2019.\(^\text{18}\) Another equally severe type of violation is disinformation that leads to a digital violation, which is the use of electronic devices to harm another person or group of people.\(^\text{19}\) Digital violations are considered to be psychologically harmful.

The circulation of disinformation on the Internet has serious consequences that threaten democracy and national security. Before and during elections, the scale of disinformation on the Internet increasingly polarises and creates tensions between citizens. In European Union countries, disinformation has harmed the quality of political discussions with family and friends,\(^\text{20}\) while in Indonesia, it has caused young people to withdraw from political debate, leading to electoral apathy and thus reducing the quality of democracy.\(^\text{21}\) Moreover, foreign actors have evolved to undermine public trust and democracy by fabricating and circulating disinformation on the Internet, such as indications of foreign actors’ interference in the 2017 German election.\(^\text{22}\) Changing the perceptions and behaviours of citizens through disinformation has become a new strategy to interfere in the security of foreign nations because it causes dislike and distrust towards the legitimate authorities, opening up an opportunity to change the state’s policies, values, or sys-


\(^{20}\) Ibid.


Freedom of expression is a key part of civil and political rights. Within the fulfilment of these rights, the state should minimise its active role in limiting freedom of expression. Article 19 (3) of the International Covenant on Civil and Political Rights states that limitation of the freedom of expression can only be conducted through limited national laws and should apply only to expressions which bring down the reputation of others, disturb public order, national security, health, and public morals. Furthermore, the International Convention on Freedom of Information from 1949 banned the use of propaganda that disrupts the peace.

However, sometimes freedom of expression is limited by laws and regulations that result in criminalisation. Criminalisation is a form of legislative policy that seeks to position harmful actions as an offence intended to control or influence other people’s actions. Criminalisation is a political mechanism that is used to declare dangerous activity as an offence, and the legitimate interest is protected when it conforms to political morality. Therefore, criminalisation can be influenced by a nation’s political perspective.

Criminalisation has limitations where harm principles provide barriers. In this instance, the state can the legitimately intervene in the freedom of citizens because their actions cause harm either to personal, public, or national interests. Simester and von Hirsch argue that wrongdoing and activities that are morally false form the beginning of criminalisation. However, these concepts are not enough to rationalise criminalisation because the harm principle requires loss on the part of another party. In this instance, such principles coincide with mental degradation or the physical degradation of property ownership due to another person’s wrongdoing. The harm that is not limited directly to the actions of others, but leads to injury to other people, and is perpetu-
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ated indirectly through the actions of someone, is part of the risk that can cause harm to others.\textsuperscript{26} The harm principle is used to limit the criminalisation of freedom of expression and disinformation.

\textbf{II. DISINFORMATION AS JUSTIFICATION FOR LIMITING FREEDOM OF EXPRESSION IN INDONESIA, AND ITS CHALLENGES}

Indonesian law has outlawed the spread of disinformation that disrupts public order through articles 14 and 15 of Law No. 1/1946. These regulations are part of the \textit{haatzaai artikelen} provision in the Indonesian Penal Code, defined as hate speech towards the government and groups within society. This regulation was seen as a way for the Dutch colonial government to carry out its function to retain social order in the Dutch East Indies. The colonial government criminalised those actions because they believed society was easily influenced and believed false information, leading to the endangerment of public order.\textsuperscript{27} Repression of freedom of expression protects the public from any distribution of false information and is a tool to create political stability. Therefore, the regulation can be widely interpreted as a way for the colonial government to consolidate its power over the Dutch East Indies.

The disinformation articles in the Indonesian Penal Code consist of three elements: the publication of disinformation to the general public, culpability, and harm. Article 14 (1) relates to the punishments for an actor who intentionally spreads disinformation that causes chaos. Article 14 (2) prohibits the negligent spreading of disinformation that could potentially cause chaos, while Article 15 punishes people who are negligent in spreading incomplete and exaggerated information that could potentially cause chaos. The legal explanations of these articles state that the individual cannot be criminalised if the information is accurate. Indonesia is currently revising its Penal Code, and in the 2019 draft

\textsuperscript{27} Hirsch, \textit{supra} note 5.
version, the legislators still regulate disinformation offences with similar formulations.

The implementation of these regulations is challenging. In a 2019 court decision (No. 255/Pid.Sus/2019/PN.Bpp), the panel of judges argued that a woman had been negligent in spreading disinformation because she forwarded fake information alleging election fraud to family members and friends through her Facebook account and a WhatsApp group without conducting a fact check. The legal discussions in the defendant’s trial related to the proportionality principle between culpability, incorrect information, and harm. The judges considered the false information to be the critical element behind their decision to punish the defendant and did not consider that she had originally received the message from an unknown Facebook account. The defendant thus did not know it was fake information, nor did the defendant realise the potential consequences of her action. Nevertheless, the judges found the defendant guilty of violating Article 14(2) and sentenced her to one-year’s imprisonment.

The next challenge is interpreting what is meant by ‘chaos’ caused by disinformation. In court decisions No. 203/Pid.SUS/2019/PN.Jkt.Sel and No. 225/Pid.Sus/2021/PN Jkt.Tim, the panel of judges interpreted chaos as anxiety and discomfort in society, associated with demonstrations and trending topics on the Internet. Disinformation regarding the persecution of a supporter of a particular presidential candidate and a false Covid-19 test result of a related Islamic group leader attracted significant public attention because political figures themselves shared this information. However, the disinformation cannot be considered to have caused chaos because there was no public reaction that disturbed public order.

With the development of information and communication technology, disinformation can easily spread through electronic devices, creating challenges regarding the definition of what is private communication and what is communication in the public sphere. In 2021, the
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Indonesian Ministry of Information and Communication, the Indonesian Attorney General, and the Chief of the National Police jointly issued a guideline for law enforcement on implementing the 2016 Electronic Information and Transaction Law. The guideline determines that communication conducted on social media accounts and group chat applications that are freely accessible by the public is a form of communication in the public sphere. The reasoning was that even though communication on social media accounts and chat groups is limited to certain individuals (‘friends’ and group members), individuals can still forward the message to other parties outside of that circle. However, there is online and face-to-face communications differ. For example, online, people are more confident in delivering their thoughts, but tend to be careless with other users’ feelings.\textsuperscript{30} The guideline on enforcing the Electronic Information and Transaction Law does not take this into account.

The Electronic Information and Transaction Law does not directly regulate the spread of disinformation itself. Sigid Suseno, who drafted the law, states that the law does not restrict the distribution of false and fake information, since disinformation has a wide net of understanding. Hence, the Law regulates various types of false and fake information, such as the criminal acts of defamation, hate speech, and misleading advertising.\textsuperscript{31}

Researchers disagree with this argument. For example, disinformation is distinguished from misleading advertising. Disinformation fabricates and distributes false and manipulative information relating to public concerns and has the aim of causing social chaos. Misleading advertising causes a consumer to take decisions that are financially prejudicial to him when purchasing goods or services.\textsuperscript{32} Misleading advertising is thus commercial in nature; it does not aim to cause chaos.

\textsuperscript{31} Interview with Sigid Suseno as drafter the Law of Information and Electronic Transaction year 2008 and year 2016 dated 6 May 2021.
Additionally, disinformation, defamation and hate speech have different characteristics. Defamation is defined as false statements of a factual nature that insult and cause damage to an individual’s reputation.\(^{33}\) Hate speech is defined as hateful expression that targets and threatens a specific group based on their identity, such as ethnic, racial, and religious. The actors create the impression that a targeted group is a useless group or a threat to the community.\(^{34}\) However, they also share a key similarity: they can often be considered forms of false information that can harm others. The persons targeted by defamation and hate speech are clear; on the other hand, disinformation defines its targets. The purpose of hate speech varies: it could aim to insult a particular group; create chaos that targets a particular group, cause the dismissal of a group from participating in public opinion and policymaking, and discriminate against a group. In some cases, hate speech may not contain false information. It is clear that the international community has decided that defamation and hate speech are unprotected speech, but disinformation is in a grey area. Sometimes, it is difficult to draw a fine line between those offences, and in some cases, the offences overlap, as when insulting a public or political figure representing a specific group based on his/her race, ethnicity, religion, and social identities. Thus it can be unclear whether this is defamation, disinformation, or hate speech. Indonesian law does not have a specific offence concerning defamation of political figures, and the Constitutional Court has decriminalised defamation of the president and vice president.\(^{35}\) However, the Penal Code is currently being revised, and in the 2019 draft, defamation of the president and vice president would be re-criminalised.


The challenge in implementing these laws is that law enforcement officers cannot identify the differences between criminal offences relating to disinformation and other criminal offences in the Electronic Information and Transaction Law. In court decision No. 129/Pid.Sus/2020/PN.Kbm, the panel of judges declared that the accused had committed defamation by sharing disinformation about a COVID-19 death and criticising the government’s poor management of the pandemic in the Kebumen District.36 Meanwhile in court decision No. 121/Pid.Sus/2020/PN.Plk, the panel of judges found that the accused had committed hate speech after they had made a statement about the rise of the Indonesian Communist Party and fraud in the presidential election.37 The year prior, in court decision No. 605/Pid.Sus/2019/PN.Ptk, the panel of judges argued that the accused had committed criminal fraud by sharing disinformation that accused President Joko Widodo’s family of being
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members of the Indonesian Communist Party. The Electronic Information and Transaction Law was used in these cases because the accused all utilised electronic devices to publish statements without considering the content of said statements. However, as we can see, the actual criminal acts each individual was charged with differed.

The derivative regulation of Electronic Information and Transaction Law does not mention disinformation or hoaxes. This regulation — Communication and Information Ministerial Regulation No. 5/2020 concerning Private Electronic System Operators — only regulates complaint mechanisms to handle prohibited content, including removing and blocking access to the system hosting the content. Prohibited content is described as content that is illegal or harmful to the public, but the regulation does not further explain the differences.

III. DISINFORMATION AND FREEDOM OF EXPRESSION IN GERMANY AND SINGAPORE

Germany’s approach to tackling disinformation relates to freedom of expression and the country’s broader governance system. The German Constitution guarantees freedom of speech and opinion in every form, as well as the right to receive information. This right is fundamental to the democratic process and constitutes a right of democratic society. In Germany, like other European Union nations, political speech has higher protection than commercial speech. Freedom of political expression is a necessary component in fulfilling democratic norms: citizens have the right to control their government based on public opinion and equality of every citizen. The range of protection for expression in Germany is broad, and includes arts, sciences, research, and teaching, which are crucial to shaping citizens’ preferences and values to create
the public will.\textsuperscript{41} State intervention on freedom of expression is only implemented through national laws if required in order to maintain democracy; that is, to prevent harm to others and to society.

Unlike Indonesia, Germany does not have a specific offence that criminalises the distribution of disinformation that disturbs public order.\textsuperscript{42} However, several crimes in Strafgesetzbuch, the German Penal Code, can be associated with disinformation on specific matters. For example, with the voter deception offence, deception can be conducted through disinformation that manipulates the voters to vote against their will. Meanwhile for the offence of disruptive propaganda against the Federal Armed Forces, disinformation can occur by making or spreading false or grossly distorted statements that obstruct the Federal Armed Forces from conducting their duties. Other articles associated with disinformation include malicious gossip that negatively affects public opinion about an individual, and malicious gossip concerning persons in political life. These articles relate to the insulting of public and political figures that influences public opinion about the person and their general activities. Both articles are considered as special provisions on insults and defamation.

Hate speech is often associated with disinformation. In Strafgesetzbuch, hate speech falls under the incitement of the masses, which prohibits inciting hatred against sections of the population or insulting the human dignity of sections of the community so as to cause a disturbance to the public peace.\textsuperscript{43} An additional feature of the hate speech offence relates to Holocaust denial. It prohibits public comments that disturb the public peace by violating the dignity of holocaust victims or by approving of, glorifying, or justifying National Socialist tyranny and arbitrary rule. In Germany, the Holocaust and National Socialism are sensitive issues; the provision does not limit people from making statements about this issue as long as such information does not incite others to disrupt the public peace.\textsuperscript{44}

\footnotesize{
\begin{itemize}
\item \textsuperscript{41} A. Stone, F. Schauer (eds), \textit{The Oxford Handbook of Freedom of Speech}, Oxford University Press, 2021, p. 83, 100.
\item \textsuperscript{42} § 108, 109d, 186, 188 Strafgesetzbuch (StGB).
\item \textsuperscript{43} § 130 Strafgesetzbuch (StGB).
\item \textsuperscript{44} E. Fronza, \textit{Memory and Punishment: Historical Denialism, Free Speech and the Limits of Criminal Law}, Asser Press: 2018, p. 126.
\end{itemize}
}
In terms of tackling disinformation, Germany takes a different approach from Indonesia. Germany utilises non-penal methods such as content moderation, media regulation, competition, and privacy.\textsuperscript{45} NetzDG focuses on regulating internet intermediaries to moderate the distribution of unlawful content, such as content that disrupts the interests and safety of the public on the Internet. This definition of unlawful content aligns with several articles regarding content in \textit{Strafgesetzbuch}, including malicious gossip and the incitement of the masses. Several other legislations do not directly design to tackling disinformation, but may provide assistance, such as \textit{Medienstaatsvertrag} or Interstate Media Treaty, \textit{GWB-Digitalisierungsgesetz} or Competition Act, and \textit{Bundesdatenschutzgesetz} or Data Protection Act.

In Germany, internet intermediaries that act as media content providers must uphold transparency and non-discrimination principles regarding information to ensure the diversity of opinion. This includes prioritising journalistic content and disclosing information about the implementation of their internal content promotion algorithms.\textsuperscript{46} The data collected by internet intermediaries determines whether their actions result in market dominance, affecting the relevant sector’s business models and competition. Therefore, the Competition Act relies on the Data Protection Act to protect the data collected and utilised by internet intermediaries to run their data-driven services.\textsuperscript{47} Altogether, these approaches will minimise the circulation of disinformation through the Internet.

Singapore provides an interesting and contrasting situation to that in Germany. The development and implementation of POFMA forms part of the Singaporean government’s interest in mitigating and preventing the spread of disinformation that disrupts the public. Prior to POFMA’s ratification in 2019, Singapore already had several pieces of


\textsuperscript{47} Jaursch, \textit{supra} note 45.
legislation that dealt with false information, such as the Telecommunications Act and the Internal Security Act. However, these pieces of legislation do not have a mechanism for removing falsehoods from Internet intermediaries.\(^{48}\) This led to POFMA, which utilises both penal and non-penal approaches. POFMA criminalises several previously-uncriminalised actions: first, persons or a corporation that intentionally fabricates disinformation; second, the utilisation of bots to distribute and accelerate the spread of disinformation; and third, persons who intentionally make financial gain or other material gain through the provision of services to disseminate disinformation. Crucially, POFMA does not criminalise people who accidentally communicate disinformation.

With regard to disinformation, criminal prosecution is not the primary choice in Singapore; the government prefers to enforce directive mechanisms such as takedown and correction notices. Through POFMA, the government of Singapore can give instructions to those who spread disinformation to correct and stop communications; the situations in which this can be done are based on conditions determined by the government itself. Interestingly, in the Democratic Party v. Attorney-General and the Online Citizen v. Attorney-General, the Court of Singapore has argued that the failure to carry out such directions does not automatically criminalise the perpetrators.\(^{49}\) On the other hand, POFMA requires internet intermediaries to carry out and transparently handle the spread of disinformation.

Defamation and hate speech are often associated with falsehoods about a person or group of people. However, POFMA distinguishes false and manipulative information from hate speech and defamation, and thus does not regulate the latter offences, which are already covered by the Singapore Penal Code. The Penal Code prohibits acts by a person who intentionally or knowingly harms another private individual.\(^{50}\) Additionally, owing to Singapore’s condition as a multi-cultur-


\(^{50}\) Penal Code (Cap. XXI, 2007 Rev. Ed) s. 499.
al society that has had significant racial riots in the past,51 hate speech offences are regulated not just in the Penal Code, but also by the Maintenance of Religious Harmony Act and the Sedition Act.52 These regulations prohibit a person intentionally or knowingly promoting enmity or hatred between different racial and/or religious groups.

Both Singapore and Indonesia criminalise disinformation that disturbs public order. However, the two countries differ in which situations disinformation can actually be prosecuted. POFMA criminalises actions on the basis of intent, and does not require there to be any proof of harm caused as the consequences of the prohibited activities. This conflicts with the principle of criminalisation, as it is inappropriate to criminalise speech without corresponding harm criteria. The Singaporean government has already applied this law to suppress citizens’ rights to exercise their freedom of expression. In April 2021, the Singaporean government ordered a correction notice towards Kirsten Han, a Singaporean freelance journalist. The government issued the correction order because she posted a link on her Facebook account to an article from a Malaysia human rights group lawyer that alleged that a Singaporean prison officer was directed to break the necks of death row inmates during executions.53 POFMA can thus be interpreted as a tool in a government’s broader approach to consolidating authority.

POFMA and other Singaporean regulations reflect the government’s attitudes regarding freedom of expression and state governance. The Constitution of Singapore guarantees citizens’ freedom of expression, but at the same time, it gives legitimacy to legislation that limits the extent of these freedoms, using argumentation to protect public interests based on conditions that are necessary or expedient. In Singapore, the public interest is prioritised over personal interest because it carries a majority interest in society – POFMA even describes public interest as the need to prevent decreases in public confidence in the government to

52 Tan, Teng, supra note 48.
perform and exercise their duty and power.\textsuperscript{54} This reflects Singapore’s status as an authoritarian state that consistently shows reluctance to embrace civil and political rights.\textsuperscript{55} Thus in Singapore’s case, freedom of expression does not result in public participation in policy decision making; this process is concentrated within the states’ executive agencies and their elite bureaucrats.\textsuperscript{56}

### IV. Recommendation Regarding Criminalisation of Disinformation in Indonesia

What can Indonesia learn from how disinformation is handled in Singapore and Germany? To determine whether the criminal law intervention in the case of disinformation fits with freedom of expression in Indonesia, we should consider the historical and state governance backgrounds.

Indonesia has historical similarities with Singapore. Both countries are former colonies familiar with criminal offences that suppress the freedom of expression to serve colonial government interests, and those offences still apply in the twenty-first century. Indonesia has the haat-zaai artikelen, while Singapore has the Sedition Act and Internal Security Act, strictly regulating political speech. Since the fall of the authoritarian Suharto government in 1998, Indonesian governance of civil and political rights has shifted. Indonesia has become a democratic state, follows the liberal democratic norms, and has a pluralist political system.\textsuperscript{57} Subsequently, Indonesia has decriminalised several criminal offences that hinder democratic development, such as defamation of the president and vice president.

\textsuperscript{54} Protection from Online Falsehoods and Manipulation Act (Cap 1, 2019) s. 4.


\textsuperscript{57} Davies, supra note 55.
However, Indonesia’s democracy differs from that of Germany, where citizens’ rights are inviolable unless the state has statutory authority.\textsuperscript{58} Nevertheless, as a former colonial and authoritarian state, Indonesia’s legislation still contains several restrictions that mention peace and public order. In contemporary pluralist Indonesia, with different groups with different interests, the limitation of freedom of expression is implemented in order to accommodate the interests of all. Therefore, Indonesia is constantly compromising to maintain harmony and balance between individual interests and the interest of various parties in the community.\textsuperscript{59}

In this section, the researchers discuss the approach for criminalising disinformation while maintaining freedom of expression in ways that are compatible with the Indonesian context. First, the researchers determine ‘public interest’ in relation to disinformation criminal offences. Then, the researchers criticise criminalising disinformation using harm principles with the hope of giving a better formulation for criminal offences.

1. Determining the Public Interest

To determine the public interest, we must understand the impact of disinformation in Indonesia. Existing research points towards the dangers of the spread of disinformation within Indonesian society in the twenty-first century. The Indonesian Institute of Sciences has shown that the rate at which Indonesian people believe disinformation is very high. Three types of disinformation are particularly trusted: disinformation on the rise of the communist party in Indonesia; allegations around the existence of millions of foreign workers from China in Indonesia; and accusations relating to government attempts to criminalise Indonesian Muslim leaders. In the graphic below, the Indonesian Institute of Sciences split the respondents into two groups: the group who had accessed


the Internet the preceding week (‘yes’), and who had not (‘no’). The result shows that the percentage of those who believed those three types of disinformation was almost identical. This shows that disinformation relating to ethnicity, race, and religion is highly trusted. Some actors use these issues in a purposely inappropriate way to create dislike toward the government and certain social groups, leading to tension between members of society.

Graphic 1. Respondents Belief as Regards Disinformation

Source: Nadzir, Seftiani, Permana, Supra note 60.

The following graphic shows the beliefs of respondents regarding the same three types of disinformation based on their educational background. Higher education does not necessarily make respondents more capable of spotting disinformation. The differences between every level of education background are minor. This research shows that disinformation, spread primarily through the Internet, has severely negatively impacted critical thinking in Indonesian society.

---


61 Ibid., p. 8.
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In several disinformation cases in Indonesia, contents were entirely fabricated in order to maximise their distribution. 63 Both studies show that the fabrication and dissemination of disinformation using these schemes and patterns increases before and during general elections in Indonesia.

Graphic 2. Respondents Belief as Regards Disinformation Based on Education Background

Source: Nadzir, Seftiani, Permana, Supra note 60.

Research from the Centre for Innovation Policy and Governance found that several new actors have begun spreading false information on the Internet. One type of actor, referred to as a ‘buzzer’, is a person who can spark and extend internet discussions with ulterior motives. These buzzers utilise disinformation to build debate on the Internet. Some buzzers work alone, but others spread disinformation under the authority of a third party that has coordinated the buzzer to share false and manipulated information, including for payment. 62 Meanwhile research from Bradshaw and Howard shows that bots and fake accounts are often utilised to broaden the reach and advance the discussion of disinformation among internet users. In several disinformation cases in Indonesia, contents were entirely fabricated in order to maximise their distribution. 63


of disinformation using these schemes and patterns increases before and during general elections in Indonesia.

In 2017, the Indonesian National Police caught two online syndicates – known as Saracen and the Muslim Cyber Army – who fabricated and distributed disinformation and hate speech online. Both syndicates utilised bots, fake accounts, and the hacking of social media accounts to manipulate public debate regarding candidates’ ethnicities and religions, playing an essential role during the 2016 and 2017 Indonesian elections. On top of this, there was some indication that the ‘syndicates’ were part of foreign interference.

Therefore, the argument about the purpose of criminalising disinformation must be shifted. Criminalisation should protect the public interest, not the government interest that helps governments perform and exercise their duty and power. Criminalisation should not suppress the right to speech and should not direct public opinion towards the government. Instead, the state should use provisions on disinformation to protect the public interest from actors that use the Internet as a medium to fabricate and distribute disinformation to manipulate and incite members of society to conduct unlawful action that disrupts public order.

2. SHIFTING PERSPECTIVES ON WRONGDOING

Religious moral standards often form the basis for criminalising an action. That said, lying itself cannot be sufficient justification for punishment. If the act of telling a lie is criminalised, this could be constituted as violating freedom of expression, because it can be difficult to determine exactly what constitutes the truth. Within a pluralistic society, every group has its version of the truth, and the truth cannot be valued by just one portion of the community. Then, if lying itself is criminalised,

---


this has negative consequences because the authorities can easily abuse their power to punish people who have criticised the government.

The imperative prioritising the criminalisation of untruthful information is no longer relevant in the twenty-first century. The European Court of Human Rights has shown the difficulty of determining the objective and absolute truth, especially dealing with historical issues.\(^67\) Both specific facts and international consensus are required to establish the entire picture of a historical event. In *Perincek v. Switzerland*, the case of Armenian genocide denial, the European Court of Human Rights argued this kind of speech is not protected under freedom of expression because there is no consensus on the time and space of the genocide. The court also considered that the Armenian genocide does not have widespread political recognition within the international community. This is different from the Holocaust, which has political distinction, and established historical facts, leading to Holocaust denial is not protected under freedom of expression.\(^68\) The truth becomes relative because it depends on the angle and technique used to review an event.

Furthermore, it is essential to distinguish truth from opinion. The German Federal Constitutional Court gave an argument in a Holocaust denial case that distinguished the declaration of fact from an opinion. Although the court decision does not relate to disinformation, this case can be used for reference. An opinion is a subjective perspective of the person who expresses it, and it contains the judgment of facts, ideas, personal behaviour and situation.\(^69\) A declaration of fact is an objective relation between a statement and reality – even though the fact is actual, it does not automatically protect, because only a declaration of fact that serves the purpose of developing personal opinion is protected under freedom of expression.\(^70\) The court argues that Holocaust denial is a declaration of fact. However, it can qualify as an opinion only insofar that the word of fact applies as a source to develop a personal opinion.

\(^{67}\) *Perincek v. Switzerland*, Application No. 27510/08, Judgment of 15 October 2015, para 115.


\(^{70}\) Fronza, *supra* note 47, p. 136–137.
When Holocaust denial is used to insult Holocaust victims, it is criminalised.\textsuperscript{71} It is complex to prescribe the truth about an event because society’s sensitivity to an issue must be considered. Therefore, it is hard to criminalise false and fake information even though it causes harm.

The truth of the information is not considered as the critical element to determine whether a person is guilty. Other factors, namely harm and culpability, are adequate to consider the statement. The proof of the truth of the asserted or disseminated fact does not preclude punishment if the convict intentionally fabricates and publishes a statement that incites other people to disturb the public peace.

Hence, this research understands that behaviour can be considered as wrongdoing when a person intentionally manipulates others using disinformation. The actors want their targets to believe and trust the disinformation and then treat it as truth. It must be noted that disinformation is not always entirely false, and that some disinformation contains elements of the truth.\textsuperscript{72} If criminalisation is based on the fact that there is a statement that is incorrect, false, or fake, then a person who communicates this type of semi-true information cannot be punished.

A consequence of this argument is that malinformation may be criminalised. Malinformation is a piece of truthful information that is shared to cause harm.\textsuperscript{73} Perpetrators can be prosecuted if the malinformation is shared with negative intentions by a person who does not have the authority to publish that information. This argument is based on Feinberg’s point of view that even in a free society, people cannot freely speak just based on truth because their statements can still offend other people or the broader public.\textsuperscript{74} The proportionality between the harm and the benefit from the statements towards society must be measured.

\textsuperscript{71} Judgment of the Munich Superior Land Court v. the Publisher G and Mr. G, BVerfGE 82, 272 1 BvR 1165/89, 26 June 1990, Karlsruhe, Germany, paras 30, 40–42.

\textsuperscript{72} Wardle, \textit{supra} note 4.

\textsuperscript{73} \textit{Ibid.}

\textsuperscript{74} \textit{Ibid.}
3. **Limited to Intentional Action**

Criminal law intervention requires the culpability of a person who conducts or creates an unlawful action.\(^75\) Publishing disinformation can be seen as a public communication activity. Thus, determining a perpetrator’s guilt can be done based on public communication. It means that we must consider who the speaker is that can formulate and spread a message, what the message is, who is the audience, what medium is used to publish and distribute the news, and what is the effect of the message on the audience.\(^76\)

The researchers illustrate a better understanding of the culpability aspect of this criminal offence, as follows. Our perpetrator is a community leader who has the intellectual capacity to spread disinformation about an attack on a house of worship belonging to a certain religious group in his official and publicly accessible social media account. This leader should be treated differently from an ordinary citizen distributing false or manipulated information during a moment of high societal tension, because the impact on the community is likely to be different. In this example, the culpability of the speaker can be judged from two aspects. First, the speaker knows his capacity to influence the audience. Second, the speaker knows when to publish the information. If the speaker did not have bad intentions, he would not post the disinformation when there are already high levels of tension in the community.

The message’s impact can help us analyse the presentation of the message and the medium the speaker used to publish and distribute the disinformation.\(^77\) To disturb society, the speaker needs certain skills and knowledge to create manipulative disinformation and distribute it on a massive scale. The more exciting and manipulative the disinformation,


mation, the more serious the intention to manipulate the audience. Furthermore, the choice of the Internet as a medium to spread disinformation is not only because the Internet is the most popular media at the moment, but because social media permits a relationship with the targeted audience. For example, actors in Indonesia tend to choose Facebook, YouTube, WhatsApp, and Instagram because those platforms have significant numbers of users in Indonesia. To expand, accelerate the distribution, and develop a conversation about pieces of disinformation, actors often mention accounts that belong to official institutions or public figures, use bots and hashtags, create and use fake accounts, and even advertise content. The more widely and frequently the disinformation content reaches the desired audience, the more significant the impact, meaning that the actor had a serious intention to manipulate the audience. Their culpability can be judged through these elements. The wider, faster, and more massive the spread of disinformation, the greater the seriousness of the action.

In terms of culpability, there are several motivations behind the speaker’s publishing and spreading of false, fake, and manipulative information—the purpose is not solely to disrupt public order. Several actors and buzzers have spread disinformation under the guise of economic motivations. Such motivations are not included as mens rea, but are a driving force behind some criminal actions. The motivation becomes an assessment of whether such actions can be criticised morally or not. Parties and buzzers must have sufficient awareness of the impact of disinformation on society. After all, when the said disinformation is distributed in a situation that is not conducive and can disrupt public order, despite the original motivation, this must be seen as a severe fault which will create harm for the public.

There are limits to the criminal law intervention, based on intentional actions. An actor who does not know that the information is false, and negligently shares that information, cannot be criminalised, especially if his action causes only minor harm to others. This kind of
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79 Camil, Attamimi, Esti, supra note 62 and Bradshaw, Howard, supra note 63.
conduct qualifies as misinformation. Criminal law intervention is not permitted in cases of minor damage because this will conflict with the principle of *de minimis non curat lex*. In this case, a non-penal mechanism can be used to moderate misinformation. The exception for prosecution of misinformation is if the impact creates severe harm and the perpetrator had bad intentions.

**4. Limited to Serious Harm**

Disinformation is an indirect incitement. The speaker uses disinformation to manipulate and influence others to believe and trust the information, then the audience voluntarily, but unlawfully, disturbs public order. The danger of this action is indirect harm if the audience harms others. Simester and Hirsch use the term ‘remote harm’ to describe this kind of harm, while Western describes this indirect harm as ‘risk’ or ‘potential harm’.

Disinformation spread through the Internet has a severe consequence for democracy, public order, and national security, but it is not easy to determine what constitutes the serious harm of disinformation. Serious harm should be a present and dangerous form of harm, and should not only disturb the peace and order of Internet users. In remote harm, Simester and Hirsch introduced the standard harm analysis, which is a principle that limits the criminalisation of remote harm. The standard harm analysis consists of three considerations: (1) the gravity of the remote harm; (2) the social value of the conduct, and the degree of intrusion upon actors’ choices that criminalisation would involve; and (3) the certain side-constraints that would preclude criminalisation.

---


Next, this research will analyse the remote harm of disinformation to determine what type of action must be criminalised.

The first consideration is the gravity of the remote harm. The greater the gravity, the more potent reason for criminalisation. These criteria will be realistic with a specific target audience and situation, relating to when and where the disinformation is published. When the disinformation is published during a time of high societal tension, the probability of creating harm is more significant, likewise, if disinformation is published in a fanatic and intolerant society. A combination of both situations might create more substantial harm. Therefore, this becomes a solid argument for criminalising disinformation.

Articles 14 and 15 of Law No.1/1946 emphasise the occurrence of chaos in society. Should criminalisation be conducted only when chaos happens? Ashworth and Horder argue that criminal law also functions as prevention of harm. Therefore, in the form of inchoate crime, it includes incitement, allowing pre-emptive action. It means that criminalisation could take place before more significant harm happens. A real potential risk of damage could cause the authorities to consider criminalising unlawful activity. In this case, if disinformation is published and distributed in a polarised society or where tension between different social groups is high, it can be considered potential harm.

The second consideration is the relationship between the social values of the conduct and the degree of intrusion upon the actors’ choices that would occur if the conduct was criminalised. The more meaningful the behaviour is, or the more the prohibition would limit liberty, the stronger the countervailing case. This research underlines that the message of the disinformation must be in contradiction with social values. However, this does not mean that the audience which receives the content will automatically conduct unlawful actions, as the audience is composed of individuals with autonomy to perform their own free actions. Should the speaker be criminalised because of the audience’s voluntary action? In this case, we must consider how the disinformation itself suppresses the autonomy or ability of the audience to think and freely choose their
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87 Ashworth, Horder, supra note 25, p. 145–146.
88 Simester, Hirsch, supra note 26, p. 55.
89 Ashworth, Horder, supra note 25, p. 51.
actions. As with the previous criteria, the criteria must be realistic with a specific target audience. In this case, the audience’s emotions and beliefs about certain aspects are the essential factors. In an intolerant audience, intervention in audience choices is more accessible.

The last consideration is related to another barrier to criminalising an action. Simester and Hirsch state that freedom of expression can be a barrier to criminalisation. To analyse this, the researchers refer to the Supreme Court of Canada argument in the R. v. Zundel case, in which the judges applied the proportionality principle to decide whether the publication of false information offence in Article 181 of the Canada Penal Code violates freedom of expression. However, as discussed before, Indonesia’s historical, sociological, and state governance backgrounds have shaped the perception of freedom of expression and the criminalisation of false, fake, and manipulative information. Indonesia protects political speech, but this protection is not absolute and is laxer than in other democratic countries such as Germany or Canada.

The criminalisation of disinformation should be considered within the Indonesian context. There are three steps of criteria. First, criminalisation should be rational as between the approach and the objective. The goal is to promote personal interest (the citizen’s right to receive information that serves the developing individual thinking and public opinion), and public interest (preventing false, fake, inaccurate information that disturbs public order). Indonesia has applied self-regulation and content moderation approaches that can prevent broad and massive disinformation circulation, through Communication and Information Ministerial Regulation No. 5/2020. However, there is little progress in the Internet intermediary response because the policy does not aim to change and improve the digital industry response that deals with issues like the European Union. Syndicates like Saracen and the Muslim Cyber Army have utilised disinformation to manipulate the internet audiences and threaten public order. Therefore, criminalisation is the rational approach to support the non-penal process and to meet the objective.
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Second, the provision should be applied with minimum violations of freedom of expression. There must be a clear criminal offence,\textsuperscript{93} not simply the sharing of disinformation. The prohibited action is when the actor intentionally uses disinformation that manipulates others into creating chaos. Therefore, harm becomes the essential element required to punish the perpetrator, but it requires clear and present remote damage. The provision does not suppress people so that they cannot publish their statements, but it does hold them responsible for inciting people to violate the law.

Third, there should be proportionality between effect and objective.\textsuperscript{94} Will this provision reduce the quality of public opinion because people will be afraid to publish their opinion, or will the public be protected from actors who disturb the healthy development of public opinion? Proportionality might be achieved when the legislation safeguards a legitimate interest, such as criticism of and opinions on society, politics, history, science, and art. Article 14 and 15 of Law No. 1/1946 state that the only legitimate interest with regards to publishing the truth is society. This perfective should shift. An opinion should be protected, not because it is true, but because it is essential in developing individual thinking, public opinion, and democracy. A highlight is that the legitimate interest should serve as a balance between personal and public interest.

Last, there is a debate whether the disinformation offences are in fact required at all, because other offences such as defamation and hate speech can be applied. In \textit{R. v. Zundel}, the judges referred to Article 181 of the Canada Penal Code for defamation; the article does not punish hate speech.\textsuperscript{95} As discussed earlier, defamation and hate speech offences have different characteristics. The misuse of defamation and hate speech offences to punish disinformation action will harm the perpetrator. The perpetrator should not be punished if his/her opinions consist of inappropriate or unpleasant words about a person or a specific group. It requires it to be established beyond reasonable doubt that the perpetrator intentionally created and published manipulative information, leading to serious harm.

\textsuperscript{93} \textit{R. v. Zundel}, supra note 66.
\textsuperscript{94} Ibid.
\textsuperscript{95} Ibid.
CONCLUSIONS

As a democratic country, Indonesia needs to develop a new approach to the criminalisation of the spreading of disinformation. Criminal law intervention regarding disinformation should not target the common or ordinary citizen that delivers their opinion with inaccurate facts. Hence, the legal interest in criminalising the spread of disinformation is not to suppress the citizen’s freedom of expression, but to prevent actors who can utilise information technology and communication to fabricate, distribute, and accelerate fake and manipulated information on a massive scale and cause harm to society. Criminalisation should aim to prevent the disruption of social order as a result of disinformation.

Indonesia’s historical, sociological, and governance system backgrounds have shaped legislation to limit the freedom of expression, including criminal law intervention on disinformation that disturbs public order. However, criminalisation should be formulated with care. It is only when disinformation is intentionally spread, creating serious and present dangers to society, that it should be declared a criminal offence. Other than that, the mitigation of non-penal approaches can be useful. A lesson learned from Germany and Singapore shows that disinformation on the Internet cannot be handled only by the criminal law. Laws in the information and communication technology fields must mitigate the circulation of disinformation through the Internet. Further research in non-penal policy is required to find a better solution to this issue.

The provision in Articles 14 and 15 of Law No. 1/1946 are not relevant to Indonesia’s current situation. Therefore, Indonesia has a lot of homework to do in order to produce the ideal policy for dealing with this disinformation in the Internet age. Legislators need to shift their perspective and reformulate criminal offences in the existing legislation. This is especially important/vital because fake and manipulation information circulating online is very different from disinformation shared face to face or orally. We also highlight that criminal law intervention against disinformation should support and be integrated with non-penal policy.