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Abstract. This research paper investigates long and short term determinants of 
fertility rates in Malaysia based on basic macroeconomic variables for the peri-
od 1980-2014 using Auto Regressive Distributed Lag (ARDL) method. The study 
reveals that over a long term period, all the selected variables (GDP, infant mor-
tality rate, females’ education and employment) have had significant and nega-
tive impact on total fertility rates. Whilst during the short term period, only the 
infant mortality rate has had a positive impact. Since population growth is part-
ly determined by fertility rates, efforts to increase population in Malaysia should 
consider factors that affect those rates.
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1.	 Introduction

Demographic trends in most developing economies, 
including Malaysia, experienced a few decades of 
rapid population growth followed by slower growth 
as the economy advanced, which is frequently re-
ferred to as demographic transition (Gavin et al., 
2009). A key feature of demographic transition is 
that, after an initial increase, the natural rate of pop-
ulation growth typically falls in association with re-
ductions in mortality and fertility rates (Cervellati, 
Sunde, 2011). The most debated question is proba-
bly whether the fertility decline is primarily caused 
by declining mortality; or whether declining fertil-
ity is due to the rise in income and technological 
advancements. The earlier view is frequently linked 
to demographers, but the latter is mostly associated 
with the view of economists. Nevertheless, the de-
bate on whether the consequence of the observed 
decline in fertility on population growth is benefi-
cial or detrimental to economic growth continues 
(Acemoglu, Johnson, 2007; Cervellati, Sunde, 2011).

Malaysia is one of the countries whose demo-
graphic transition closely resembled the demo-
graphic trends of many Asian countries, i.e. trends 
including decreases in both fertility and infant mor-
tality rates. During the period between 1960 and 
2010, fertility rates in Malaysia declined from 6.3 to 
2.6 live births per woman, representing a decline of 
59%. The total fertility rates in Malaysia were greater 
than other Asian countries, such as India which re-
corded a 53% decline in fertility rates between 1960 
and 2000. Meanwhile, the standard criteria adopted 
for the onset of demographic transition is a decline 
in fertility rate of only 10% (Masih, Masih, 2000). 
Narayan (2006) compares the demographic tran-
sition of Taiwan with India and China. The  study 
found that while the demographic transition in In-
dia and China is associated with the backdrop of 
poor socioeconomic structures, the demograph-
ic transition in Taiwan is marked by a remarkable 
fall in infant mortality rates. In Malaysia, similar to 
Taiwan, declining fertility rates are associated with 

the same pattern of decline in infant mortality rates, 
which fell from 6.4% in 1960 to 0.5% in 2010, rep-
resenting a 92% decline in infant mortality rates.

In Malaysia, studies on fertility are still very lim-
ited, especially with regards to time series frame-
works investigating the main determinants affecting 
the trends. For instance, Mason and Palan (1981) 
investigate the relationship between female work 
and fertility using a multivariate analysis of cross 
sectional data from the 1974 Malaysian Fertility 
and Family Survey. Similarly, Ying (1992) utilises 
primary data to investigate the differences in fer-
tility between the three principal ethnic groups in 
Malaysia (ethnic Malay, ethnic Indian and ethnic 
Chinese). The present study attempts to contribute 
to extant empirical studies on the determinants of 
the fertility by examining fertility rates in Malay-
sia. While the present study follows the theoretical 
explanations and methodology of Narayan (2006), 
a modified proxy is utilised in the present study to 
examine the determinants of fertility rates in the 
Malaysian context. Narayan (2006) utilised the la-
bour share of females in the labour force and the 
secondary school enrolment of females, alongside 
other variables, as the main determinants of fertili-
ty rates in Taiwan. Since share of females in the la-
bour force also includes unemployed females, which 
is likely to have a different implication on fertility 
rates, the present study utilises female employment 
to reflect the actual value of the opportunity cost 
of female employment. In addition, instead of re-
lying only on ‘sub-education’ levels (i.e. secondary 
school), the present study extends female gross en-
rolment to include the gross enrolment at all edu-
cation levels combined.

Moreover, no attempt has been made, thus far, to 
model the determinants of fertility rates using time 
series data through cointegration and an error cor-
rection framework in the context of Malaysia. Given 
the importance of fertility and its implications for 
population growth and economic development, it is 
imperative to understand the determinants of fertil-
ity changes in Malaysia over time. In light of this, 
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the aim of this paper is to present an econometric 
model that examines the determinants of fertility 
rates in Malaysia for the period between 1980 and 
2010 (1). Since various factors affect fertility rates 
over time, it is necessary to identify factors that 
have significant influences on the trend which will 
likely result in several policy implications.

Henceforth, the paper is organised as follows. 
In  the next section, the Malaysian demography and 
economic context is surveyed, followed by a review of 
theoretical observations in section three. Section four 
elaborates on the model specification, the definition 
of the variables measurements and estimation proce-
dures. Section five examines the results, followed by 
a presentation of the conclusions in the final section.

2.	 Malaysia’s Demographic 
and Economic Context

Immediately after achieving independence in 1957, 
Malaysia’s population grew at a relatively high rate 
of over 3% between the 1960s and 1970s. Based on 
World Bank data, the demographic trends are as 
follows: infant mortality rates were high, approach-
ing 6.4% in 1960; fertility was over six children per 
woman; and life expectancy exceeded 59 years. Ad-
ditionally, almost 30% of the population was illiter-
ate (40% of women versus 22% of men) at the end 
of the 1970s. However, in recent years, the popula-
tion growth rate has reduced to only 1.6%, especially 
in 2010 (World Bank database). The low population 
growth is partly due to the relatively lower reduc-
tion in the crude birth growth rate of -51% com-
pared to reduction in the crude death growth rate 
of -55% during the period between 1960 and 2010. 
The low birth growth rate is consistent with the ob-
served decline in fertility rates, from 6.3 to 2.6 chil-
dren per woman during the same period. Fertility 
rates have currently approached the minimum pop-
ulation replacement threshold level of approxi-
mately two children per woman (Espenshade et al., 
2003). Given the positive correlation between infant 
mortality and fertility rates, the reduction in fertili-
ty rates has led to similar reductions in infant mor-
tality rates, from 6.43% in 1960 to 0.56% in 2010.

Demographic transition in a country is associat-
ed with evidence of female empowerment. The  fe-

male gross enrolment ratio increased at all education 
levels, from 52.1% in 1970 to 78.4% in 2010. Ad-
ditionally, the gender parity index at all education 
levels, combined during the same period, demon-
strating a narrowing of the gap between male and 
female enrolment, as the index shifted from 0.93 in 
1980 to 1.05 in 2005. Moreover, the average years 
of schooling for females over 15 increased from 
0.821 to 9.920 during the period between 1960 and 
2010 (Barro, Lee, 2010). Although the share of fe-
males in the labour force showed a slight improve-
ment during the same period, from 42.9% in 1980 
to 46.1% in 2010, the number of employed females 
increased from 1.59 million to 4.02 million between 
1980 and 2010, representing a growth rate of 153%. 
The most important observation on female employ-
ment is that the labour share of females in the ag-
riculture sector decreased from 43.8% in 1980 to 
less than 10.0% in 2010. In contrast, their labour 
in the manufacturing and services sectors increased 
from 20.0% to 23.0% and 36% to 70%, respective-
ly, during the same period. Clearly, improvements 
in the education of females plays a significant role 
in changing the structure of female employment 
hence results in the shifting of female employment 
towards modern sectors.

Theoretically, demographic transition highlights 
the importance of a country’s economic perfor-
mance in explaining population trends. In terms of 
economic growth for the last 50 years (1960-2010), 
the Malaysian per capita gross domestic product 
(GDP) (constant 2000 US$) increased from US$847 
to US$5365, representing a growth rate of more 
than 500%. The initial examination of the afore-
mentioned socioeconomic factors appears to indi-
cate the existence of a positive correlation between 
these factors and declining fertility rates in Malay-
sia. More specifically, decreases in infant mortality 
rates, improvements in the education of females and 
employment and economic growth may be respon-
sible for the decrease in fertility rates.

3.	 Theoretical Explanation 
and Literature Review

Theoretically, from a demographic perspective, the 
decline in fertility rates is strongly correlated with 
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declines in infant mortality rates. However, from 
the economic perspective, a decline in fertility rates 
might also be associated with other factors result-
ing from economic expansion and technological 
change. With regard to the demographic perspec-
tive, several refinements of demographic transition 
theory have been proposed in an attempt to explain 
the impact of infant mortality rates on fertility rates 
(Rustein, Medica, 1975; Scrimshaw, 1978; Ritcher, 
Adlakha, 1989). Generally, there are four possible 
channels through which child mortality may affect 
the level of fertility: biological, replacement, insur-
ance and societal response effects (Preston, 1978; 
Chaudhury, 1982; El Deeb, 1988). All of these ef-
fects are positive in the sense that declines in in-
fant mortality rates result in a decline in fertility 
rates. The biological effects refer to the minimisa-
tion of the period of breastfeeding, leading to an 
abridged postpartum amenorrhea, consequently, 
birth interval (Syamala, 2011). The replacement ef-
fect is the attempt of parents to have further births 
to compensate for the death of a child. Insurance ef-
fects, or holding effects, refer to the response of fer-
tility rates to expected mortality rates of offspring. 
This response is primarily dependent upon the view 
of parents regarding the level of mortality in their 
community or country. Societal response effects are 
associated with the volitional behaviour of women, 
which stem from the prevalent cultural norms, cus-
toms and taboos within a given society (Singarim-
bum, Hull, 1977). In contrast, another argument 
exists which indicates that increasing infant mor-
tality rates discourage child birth. In other words, 
increasing infant mortality rates will result in de-
creasing, rather than increasing, total fertility rates 
(Narayan, 2006; Narayan, Peng, 2006).

From the economic perspective, infant mor-
tality rates fall due to an increase in industrialisa-
tion and urbanisation which, in turn, raises literacy 
and living standards and improves medical prac-
tices. The  decline in infant mortality rates leads to 
a subsequent decline in fertility rates (Chowdhury, 
1988). However, the crucial challenge for the econ-
omist is to clarify the observed negative correlation 
between income and fertility without abandoning 
the assumption of children as ‘normal goods’. One 
common element among fertility rates is that the 
generally positive income effect is dominated by an 
accompanying negative substitution effect. Theories 

differ with respect to the motivation of the substi-
tution effect. Becker (1960) contributes two theo-
ries concerning total fertility rates based upon the 
new household economics approach. The first theo-
ry is based upon time allocation, whereby children 
are considered to be more time-intensive than oth-
er consumption goods (Becker, 1960). The second 
theory is based upon quantity-quality trade-off pref-
erences and argues that households prefer to sub-
stitute fertility with child expenditure as income 
rises (Becker, 1960; Becker, Lewis, 1973). The cost 
of raising a child must be weighed against the in-
come foregone from working. The argument points 
to the fact that income increases tend to reduce fer-
tility rates because rising incomes mean children 
are needed less as producer goods and investment 
goods because income increases allow greater access 
to capital markets.

In addition to income and infant mortality rates, 
other factors affect fertility rates. According to 
Narayan (2006), certain factors are essential to ini-
tiate a decline in fertility rates, including the partici-
pation of women in the work force, family planning, 
female schooling and the average age of women at 
first marriage. For instance, an increase in the fe-
male education level is expected to reduce fertility 
rates. Through education, information about family 
planning may encourage attempts to control child-
bearing via a wide range of contraceptive methods. 
Apart from deliberate fertility control, education may 
also affect the supply of living children through the 
provision of better health services. Education may 
directly change attitudes, values and beliefs toward 
those that are comfortable with small family norms 
and childrearing that is relatively costly to parents 
in terms of both time and money (Weinberg, 1987).

An increase in the share of females in the labour 
force is also likely to have a negative effect on fertil-
ity rates (Brewster, Rindfuss, 2000; Lehrer, Nerlove, 
1986). Generally, female employment is argued to 
be inversely related to fertility due to the presumed 
conflict between the employment and reproduc-
tive roles of women (Becker, 1992; Rindfuss, Brew-
ster, 1996; Standing, 1983). The conflict between the 
roles of mother and worker is argued to stem from 
the separation of the home and the workplace, the 
nature of employment and social norms regarding 
the roles of men and women (Mason, Palan, 1981; 
Rindfuss, Brewster, 1996). In particular, such a con-
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flict is exacerbated during the period of childbear-
ing (Collier et al., 1994). The inverse relationship 
between fertility rates and employment rates emerge 
when economic and social life is structured in such 
a way that it is difficult to combine both childbear-
ing and employment (United Nations, 1987). More-
over, it is theoretically assumed that fertility rates 
among wage employees are lower than that of non-
wage working women and others (Kollehon, 1984). 
Thus, it is crucial to examine employed females, 
rather than the share of females in the labour force.

4.	 Model Specification 
and Estimation Procedures

4.1.	 The model

In the present study, a model for the determinants 
of fertility rates in Malaysia has been constructed 
following Masih and Masih (1999, 2000); Narayan 
and Peng (2006); Narayan (2006); and Frini and 
Muller (2012) utilising the following equation:

	 1 2 3 40ln ln ln ln lnt t t t t itF IM Y FE FEMβ β β β β ω= + + + + + 	 (1)

Where, ln is the natural logarithm, F is total fer-
tility rate (children per woman), Y is real per capi-
ta GDP (local currency), IM is infant mortality rate 
(per 1,000 live births), FE is female gross enrolment 
at all education levels combined, FEM is the female 
employment, μt is the error term, t represents the 
time period, and β1, β2 β3 and β4 are the coefficients 
to be estimated. The review of the literature has in-
dicated that several other factors affect fertility rates. 
Given the small sample size of the present study, in-
corporating too many variables is likely to have im-
plications on the degrees of freedom, which would 
affect the findings (for example, Narayan, Peng, 
2007; Frini, Muller, 2012). All data regarding the 
abovementioned variables were obtained from the 
World Bank Development indicators database.

4.2.	 Estimation procedures 

The present section explains the estimation pro-
cedures utilised, which include stationary and 
cointegration tests. The explanation also provides 
justification regarding the analysis performed in the 
present study.

4.2.1.	 Stationary Test

Since the present study follows the Auto Regressive 
Distributive Lag (ARDL) approach, the first step 
is to ensure that all the variables satisfy ARDL re-
quirements. One of the basic requirements of ARDL 
is that the order of the integration between the var-
iables must not exceed one (e.g. no variables are at 
I(2)). If the order of integration of any of the vari-

ables is greater than one, for example I(2), then the 
critical bounds provided by Pesaran et al. (2001) 
and Narayan (2005) are not valid (Ozturk, Acara-
vic, 2011; Shahbaz et al., 2011). The critical bounds 
are computed on the basis that the variables are I(0) 
or I(1). For this purpose, testing for unit root is nec-
essary to ensure that all variables satisfy the under-
lying assumptions of ARDL. The bounds testing 
approach is applied to test for cointegration before 
proceeding to the estimation stage. The data series 
is tested for stationarity using the Augmented Dick-
ey Fuller (ADF) and Philip-Perron (PP) tests to as-
sess the order of integration. The ADF test and the 
PP test are commonly used methods of investigat-
ing the presence of a unit root in single time series.

4.2.2.	 Cointegration Test

The present paper employs the ARDL procedure, or 
bounds testing procedure, proposed by Pesaran et al. 
(2001). ARDL has certain econometric advantages in 
comparison to other cointegration procedures. The 
advantages include its ability to (i) avoid endogeneity 
problems and problems associated with the inability 
to test hypotheses for the estimated coefficients in the 
long run associated with the Engle Granger method, 
(ii) estimate long and short run parameters of the 
model simultaneously, (iii) to assume all variables are 
endogenous, (iv) relieve the burden of pre-testing of 
unit roots by employing an econometric methodol-
ogy, irrespective of whether the tested variables are 
I(0), I(1), or fractionally integrated; and (v) be ap-
plied to small samples. Recent studies suggest that 
estimates using either the Engle and Granger or Jo-
hansen and Juselius (1990) methods of cointegration 
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Where all the variables are previously defined, 
∆ is the first difference operator, p is optimal lag 
length, the residuals are assumed to be normally 
distributed and white noise. In this equation, the 
F-test is utilised to examine whether long run equi-
librium relationships exist between the variables by 
testing the significance of the lagged level variables. 
In the process of testing it is important to determine 
the cointegration of the variables in order to identify 
the order of the lags on the first differentiated varia-
bles. Bahmani et al. (2000) suggests that the results 
of the first step are usually sensitive to the order of 
the VAR. Thus, the present study imposes different 
lags order on the first difference of each variable for 
the stated equation and computes the F-statistic for 
the joint significance of the lagged level of variables. 
The computed F-statistics for each order of lags, to-
gether with the critical value of the F-tests, are used 
for testing for the existence of long run relationship. 
The H0 of no cointegration is given by δi = 0.

The F-test has a non-standard distribution that 
depends on (i) whether the variables included in 
the model are I(0) or I(1); (ii) the number of re-
gressors; and (iii) whether the model contains an 
intercept and/or a trend. Given the relatively small 
sample size in the present study (31 observations), 
the critical values used are as reported by Narayan 
(2005), which are based upon small sample sizes be-
tween 30 and 80. Two sets of critical values are gen-

are not robust for small sample sizes (see for exam-
ple, Mah, 2000; Tang and Nair, 2002). However, Pe-
saran and Shin (1999) show that the bounds test 
procedure is robust in small sample sizes.

The ARDL modelling approach was original-
ly introduced by Pesaran and Shin (1999) and lat-
er extended by Pesaran et al. (2001). Basically, the 
ARDL approach to cointegration involves two steps 
for estimating long run relationships (Pesaran et al., 
2001). The first step is to investigate the existence 
of a long run relationship among all variables in 
the equation under estimation, which is generally 
known as the bounds test. If there is an evidence of 
long run relationships (cointegration) between var-

iables, the second step is to estimate the long and 
short run models.

Thus, the bound test is applied to unrestrict-
ed error correction model (UECM) frameworks in 
Equation (1). Here, it is important to recognise that 
it is possible and practical in the ARDL approach 
to consider all the variables as dependent variables. 
However, because the specific objective of the pres-
ent study is to examine the main determinants of 
the total fertility rate, the fertility rate variable is 
only of interest when considered as a dependent 
variable. According to the Pesaran et al. (2001), the 
UECM framework derived from Equation (1) takes 
the following form:

	

1 1 2 3 1 4 5 1
1 0 0 0 0

1 1 2 1 3 1 4 1 5 1

ln ln ln ln ln ln

ln ln ln ln ln

t

p p p p p

t i t i t t i t
i i i i i

t t t t t i

F a F IM Y FE FEM

F IM Y FE FEM

β β β β β

δ δ δ δ δ ω

− − − − −
= = = = =

− − − − −

∆ = + ∆ + ∆ + ∆ + ∆ ∆ +

+ + + + +

+∑ ∑ ∑ ∑ ∑
	 (2)

erated: one set refers to the I(1) series and the other 
to the I(0) series.

Critical values for the I(1) series are referred to 
as the upper bound critical values, while the criti-
cal values for I(0) series are referred to as the lower 
bound critical values. If the F-test statistics exceed 
their respective upper critical values, evidence of 
a long run relationship between the variables exists, 
regardless of the order of integration of the varia-
bles. If the test statistics are below the lower criti-
cal values, the null hypothesis of no cointegration 
cannot be rejected. If the test statistics lie between 
the bounds, a conclusive inference cannot be made 
without knowing the order of integration of the un-
derlying regressors. In the event the F-statistic falls 
between the lower bound and the upper bound crit-
ical values, considering the t-test corresponding to 
the ECT is recommended. If the value of the F-sta-
tistic is negative and significant, the result suggests 
the existence of cointegration among the variables 
(Bannerjee et al., 1998; Mosayeb, Mohammad, 2009).

The second step is only performed if a long run 
relationship is found to exist in the first step (Mar-
ashdeh, 2005). If either the F-statistics or the t-tests 
of the ECT-1 show evidence of a long run relation-
ship (cointegration) between the variables in the 
above equation, the next step is to estimate the long 
and short run relationships. Theoretically, if a long 
run relationship exists between the variables, an er-
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Nevertheless, the difference of the remaining var-
iables is stationary at I(1), as indicated in Table 2. 
Therefore, the null hypothesis is rejected and subse-
quently, it is possible to conclude that all variables 
are integrated at different orders, i.e. I(0) and/or I(1).

Table 2. Unit root test-Variables at first difference

Variables
With trend Without trend

ADF PP ADF PP

LnF 0.88
[0.99]

0.82
[0.99]

-2.99**
[0.041]

-3.09**
[0.031]

LnY -4.42***
[0.001]

-4.42***
[0.001]

-4.50***
[0.001]

-4.50***
[0.001]

LnFEM -6.35***
[0.000]

-14.21***
[0.000]

-5.88***
[0.000]

-6.66***
[0.000]

Explanation:(***) and (**) indicate significance at the 1% 
and 5% levels, respectively. Figures in brackets represent the 
p value.

Source: author’s calculation

The results of the unit root tests, either at lev-
el or at first difference, suggest the absence of I(2) 
variables among those selected, which is precondi-
tioned using the ARDL framework. Thus, the re-
sults of the unit root test affirm the need to test for 
cointegration among these variables. The next step 
is to test whether a long run relationship exists be-
tween the variables.

5.2	 Cointegration Test

To test whether a long run relationship exists be-
tween the variables, Equation (2) is utilised to es-

ror correction representation exists as well. The ex-
istence of a cointegration relationship implies that 
the selected explanatory variables are the long run 

forcing variables for the dependent variables (Pesa-
ran, Pesaran, 1997). Equation 3, below, represents 
the long run model:

	 1 1 1 2 3 4 5
1 0 0 0 0

ln ln ln ln ln ln
p p p p p

t t t i t i t i t i it
i i i i i

F a F IM Y FE FEMα α α α α ω− − − − −
= = = = =

= + + + + + +∑ ∑ ∑ ∑ ∑ .	 (3)

In the third and final step, we obtain the short 
run dynamic parameters by estimating an error 
correction model (ECM) associated with the long 

run estimates in Equation 3 above. Thus, from 
equation 3, the ECM specification takes the follow-
ing form:

	

1 1 2 3 4 5
1 0 0 0 0

11

ln ln ln ln ln lnt

p p p p p

t i t i t i t i t i
i i i i i

tt

F F IM Y FE FEM

ECT

φ γ γ γ γ γ

υθ

− − − − −
= = = = =

−

∆ = + ∆ + ∆ + ∆ + ∆ + ∆

+ +

∑ ∑ ∑ ∑ ∑
	 (4)

Here γth are the short run dynamic coefficients 
of the model’s convergence to equilibrium and θ is 
the speed of adjustment. To ascertain the goodness 
of fit of the ARDL model, relevant diagnostic tests 
and stability tests are conducted.

5.	 Results and Discussion

5.1.	 Unit Root Test

The results of the tests shown in Table 1 indicate 
that the null hypothesis (H0 = the series has a unit 
root) cannot be rejected as levels (I(0)) for all var-
iables are at 1% and 5% significance level, except 
for female education (FE) and female employment 
(FEM) in which the null hypothesis is rejected.

Table 1. Unit root test-Variables at level (I(0))

Variables
With trend Without trend

ADF PP ADF PP

LnF -2.04
[0.54]

-3.00
[0.14]

-1.25
[0.64]

2.75
[1.00]

LnY -1.57
[0.78]

-1.58
[0.70]

-0.60
[0.86]

-0.60
[0.86]

LnIM -2.25
[0.64]

-2.25
[0.64]

-7.86***
[0.000]

-7.86***
[0.000]

LnFE -3.62**
[0.042]

-3.62**
[0.042]

-1.55
[0.50]

-1.08
[0.71]

LnFEM -3.01
[0.14]

-3.01
[0.14]

-1.88
[0.34]

-1.88
[0.34]

Explanation: (***) and (**) indicate significance at 1% and 
5%levels, respectively. Figures in brackets represent the p value.

Source: author’s calculation
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timate the different lags length by computing the 
F-statistics. Table 3 shows that a long run relation-
ship exists between the variables under lag two, 
where the F-statistics reject the null hypothesis of 
no cointegration between the variables. Pesaran and 
Pesaran (1997) argue the existence of cointegration 
implies that selected explanatory variables are long 
run forcing variables for the dependent variable. In 
the present case, it is possible to conclude that the 
long run forcing variables for fertility in Malaysia 
during the period between 1970 and 2010 include 
all of the underlying variables: economic growth, 
infant mortality, female education and female em-
ployment.

Table 3. Bound tests Results 

Lag length The F-statistic Conclusion

1 3.20 No cointegration
2 6.22** Cointergration exists
3 2.31 No cointegration

Explanation: a – The lower/upper critical value for the F-test 
(unrestricted intercept and no trend) with four variables 
(k = 4) are (5.33-7.06) (3.71-5.02) and (3.008-4.15) with 1%, 
5% and 10% significance levels, respectively; b – The criti-
cal value is obtained from Narayan (2005) p. 1988.; c – (**) 
denotes significance at the 5% level.

Source: author’s calculation

Since the cointegration relationship is detected, 
the next step is to examine the pattern of the long 
and short run relationships among the variables. 
The long run effect of the independent variables 
on economic growth is obtained using the ARDL 
procedure indicated in Equation (3). To test for ro-
bustness, the ARDL analysis will be estimated using 
both the Schwarz Bayesian Criterion (SBC) and the 
Akaike Information Criterion (AIC). The results in 
Table 4 show that both criteria (SBC and AIC), sug-
gest evidence of the robustness of the analysis since 
the two tests produce identical results.

The results from the table indicate that a 1% in-
crease in infant mortality rates is expected to reduce 
fertility rates by approximately 22% in the long run. 
The result is in sharp contrast to the expected posi-
tive influence of the infant mortality rates on fertil-
ity rates, as discussed in extant literature. Although 
the findings of Narayan (2006 ) and Narayan and 
Peng (2007) demonstrate the negative influence of 

infant mortality rates on fertility rates in the cas-
es of Taiwan and Japan, respectively, the influence 
appears statistically insignificant. However, Narayan 
and Peng (2006) and Frini and Muller (2012) find 
significant and positive impacts of infant mortali-
ty rates on total fertility rates in China and Tuni-
sia, respectively. The mixed findings may be due to 
the differences in (i) the methodology issues (ii) the 
time period covered by respective studies and (iii) 
variations regarding the proxies used as determi-
nants affecting fertility rates. The best explanation, 
in relation to the present case examining Malay-
sia, is that increasing infant mortality rates may 
discourage having more children, as suggested by 
Narayan (2006) and Narayan and Peng (2006).

Table 4. Long run relationship for dependent variable LnF

Explanatory 
variables

SBC 
ARDL(2,2,2,0,0)

AIC 
ARDL(2,2,0,2,0)

LnIM -0.22 [2.68] ** -0.22 [2.68] **
LnY -0.08 [2.12] ** -0.08 [2.12] **
LnFE -0.30 [2.14] ** -0.30 [2.14] **
LnFEM -0.60 [4.71] *** -0.60 [4.71] ***
constant 8.44 [6.48] *** 8.44 [6.48] ***

Diagnosis tests

Serial Correlation 1.33 (0.26) 1.33 (0.26)
Functional Form 1.85 (0.19) 1.85 (0.19)
Normality 0.81 (0.67) 0.81 (0.67)
Heteroskedasticity 0.04 (0.84) 0.04 (0.84)
CUSUM Stable Stable
CUSUMSQ Stable Stable

Explanation: a – Serial correlation is the F- statistics of 
Breusch-Godfrey serial correlation LM test. B: Functional 
form is F- statistics of Ramsey’s RESET test using the square 
of the fitted values. Normality is LM-statistics of skewness 
and kurtosis of residuals for normality test. Heteroskedastic-
ity is F-statistics of white Heteroskedasticity test. CUSUM; 
Cumulative Sum of Recursive Residuals is the stability test 
of the long run coefficients together with the short run dy-
namics, based on Pesaran and Pesaran (1997). CUSUMSQ; 
Cumulative Sum of Squares of Recursive Residuals is the 
stability test of the long run coefficients together with the 
short run dynamics; b – The absolute value for t-statistic in 
[ ] and probability for F-statistic in ( ); c – (***) and (**) 
denotes significance at the 1% and 5% levels, respectively.

Source: author’s calculation

The results also show that the elasticity of fertility 
rates, with respect to income, is negative and statis-
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tically significant in the long run. More specifically, 
an increase in income by 1% is expected to reduce 
fertility rates by approximately 10% in the long run. 
The findings support the note made by Becker (1960), 
who points out that an increase in incomes will tend 
to reduce fertility rates because rising income means 
children are needed less as producer goods and in-
vestment goods because increased income allows 
greater access to capital markets. In addition, the re-
sults also support the findings of Narayan and Peng 
(2006) in the case of China. However, these find-
ings contrast with those of Firin and Muller’s (2012), 
which detect the significant and positive impact of 
per capita income on fertility rates in Tunisia.

As previously reported in the Table (4), female 
education has a negative and statistically signifi-
cant impact on total fertility rates in the long run. 
The result indicates that a 1% increase in the female 
gross enrolment at all education levels combined is 
likely to reduce total fertility rates by approximate-
ly 30%. The finding confirms previous observations 
on the negative relationship between female educa-
tion and fertility rates. In Malaysia, the decreasing 
trends in fertility rates during the period between 
1970 and 2010 are associated with an increase in 
the gross enrolment ratio of females at all education 
levels combined, from 50% in 1970 to 76% in 2010. 
The finding is similar to those of Narayan (2006); 
Narayan and Peng (2006; 2007) who found a nega-
tive correlation between female education and fer-
tility rates in the cases of Taiwan, China and Japan.

Female employment variables appear to be the 
most influential variable over the fertility rates in 
Malaysia in the long run, at the 1% level. The re-
sults show that a 1% increase in female employment 
will result in an approximately 60% decrease in the 
total fertility rates over time. The finding is consist-
ent with the fact the tendencies or opportunities to 
have children decline as women devote more time 
to work. In Malaysia, although the share of females 
in the labour force show a slight increase from 42 to 
46% during the period 1980-2010, female employ-
ment figures increase by 153% between 1980 and 
2010, from 1.59 to 4.02 million.

Previous studies also found similar results for 
other countries. e.g. Masih and Masih (1999) show 
that a 1% increase in the share of female in the la-
bour force reduced fertility rates by 0.05% in Thai-
land, whilst Narayan and Peng (2006) found that the 

same increase mentioned previously reduced fertili-
ty rates in China by approximately 1.4% in the long 
run. Furthermore, Narayan (2006) and Narayan 
and Peng (2006) arrived at the same conclusion, in 
which a 1% increase in the share of females in the 
labour force is expected to reduce fertility by 80% 
and 1.37% each in the long run in the case of Taiwan 
and China, respectively. In Malaysia, the multivari-
ate analysis of the 1974 Malaysian Fertility and Fam-
ily Survey conducted by Mason and Palan (1981) 
found that an inverse relationship between women’s 
work and fertility occurred only when there were 
serious conflicts between working and caring for 
children. The results from the diagnosis tests suggest 
that the model passes all necessary tests. Specifically, 
the normality test cannot reject the null hypothesis 
since the estimated residuals are normally distribut-
ed and the standard statistical inferences (i.e. t-sta-
tistic, F-statistic, and R-squares) are valid. Moreover, 
the results for the cumulative sum (CUSUM) and 
cumulative sum of squares (CUSUMQ) also indicate 
that the regression coefficients are generally stable 
over the study period. The stability of the CUSUM 
and CUSUMQ also provide further evidence of the 
robustness of the model.

The short run analysis is reported in Table 5, ob-
tained by estimating Equation 4. The results show 
that 99% of the variation in the total fertility rates 
in Malaysia is explained by the selected explanatory 
variables. Moreover, all underlying explanatory var-
iables have a significant impact on fertility rates, as 
reflected by the significance level of F-statistic val-
ues. The impact of each selected variable on fertili-
ty rates is marginal in the short run, irrespective of 
sign, compared with long term results. Two impor-
tant observations have been made in relation to the 
above results. First and contrary to findings in rela-
tion to China (Narayan, Peng 2006), an increase in 
infant mortality rates will result in a decrease in fer-
tility rates over time in Malaysia. Second, an increase 
in the infant mortality rates will result in an increase 
in fertility rates in Malaysia in the short term.

The findings imply that, in the short run, an 
increase in infant mortality rates will lead to an 
increase in fertility rates due to the replacement ef-
fect. However, such an increase in infant mortality 
rates will lead to a decrease in total fertility rates, 
as infant mortality rates may discourage attempts 
to have children. The principal distinctions between 
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the present study and that by Narayan and Peng 
(2006) examining China are (i) the use of differ-
ent methodological approaches, as Johansen (1988) 
and Johansen and Juselius (1990) procedures are 
employed in the case China, (ii) the study in China 
covers the period between 1952 and 2000, and (iii) 
the utilisation of different proxies as determinants 
of total fertility rates.

Table 5. The Short Run Analysis for the dependent varia-
ble ∆LnF

Explanatory 
variables

SBC
ARDL(2,2,2,0,0)

AIC
ARDL(2,2,0,2,0)

∆LnIMt 0.02 [1.35] 0.02 [1.35]
∆LnIMt-1 0.03 [2.24] ** 0.03 [2.24] **
∆LnYt -0.003 [2.10] ** -0.003 [2.10] **
∆LnFEt -0.01 [2.05] ** -0.01 [2.05] **
∆LnFEMt -0.008 [2.16] ** -0.008 [2.16] **
∆LnFEMt-1 0.007 [2.66] ** 0.007 [2.66] **
Constant 0.32 [6.35] *** 0.32 [6.35] ***
ECM-1 -0.04 (11.18) *** -0.04 (11.18) ***
R2 0.99 0.99
R-2 0.99 0.99
F-statistic 523.24 (0.000) *** 523.24 (0.000) ***

Explanation: a - .The absolute values for t-statistics are in 
[ ], and the probability values for F-statistics are in ( ); b - 
(***) and (**) denotes significance at the 1% and 5% lev-
els, respectively.

Source: author’s calculation

The explanation regarding the long run effects 
of income and female education on fertility rates is 
essentially the same. The only difference is that the 
impact of female education on fertility rates is mar-
ginal in the short run when compared with long run 
effects. The findings of short run significant impacts 
of income and female education on fertility rates 
support the findings of Masih and Masih (1999); 
Narayan and Peng (2006); Narayan (2006); Narayan 
and Peng (2007); and Firin and Muller (2012) in the 
cases of Thailand, China, Taiwan, Japan and Tuni-
sia, respectively. The second observation relates to 
the marginal impact of female employment on fer-
tility rates. The results show that a one time lag in-
crease in female employment is expected to boost 
fertility rates, but the current increases in female 
employment are likely to reduce total fertility rates. 
In this regard, the one time lag positive impact of 
female employment on fertility rates reflects an ad-

justment period. In other words, the expected neg-
ative impact of female employment on fertility rates 
takes a longer period to manifest itself in a decrease 
in fertility rates, as shown in the long run results 
presented in Table 4.

The most important finding relates to the coef-
ficient of the lagged error term (ECM-1). The neg-
ative sign and the magnitude of this coefficient 
reported by both criteria (SBC and AIC) suggests a 
low rate of adjustment for fertility variables in the 
long run equilibrium relationship. The coefficient of 
-0.04 implies that if fertility rates deviate from the 
long run relationship in the current year, the cho-
sen explanatory variables interact together and, on 
average, correct 0.04% of the disequilibrium in the 
following year. Furthermore, the significance of the 
ECM-1 coefficient shows evidence of causality in at 
least one direction.

Since the examination of the pattern of the long 
run causality relationship between the variables is 
also of interest, the Wald-test for the non-causali-
ty relationship is applied in Equation (4), following 
Ozturk and Acaravci (2011); Odhiambo (2009); and 
Shahbaz et al. (2011). The null hypothesis (H0) for 
the test is as follows:

2 3 4 50; 0; 0; 0γ θ γ θ γ θ γ θ= = = = = = = = 	 (5)

The rejection of the null hypothesis implies the 
existence of a strong long run causality relationship 
running from a particular variable to fertility rates. 
Table 6 shows that in a strong causality relation-
ship flows between each of the underlying explana-
tory variables and fertility rates (F) in the long run.

Table 6. Wald test for long run causality relationship

The Null hypothesis SBC AIC

∆LnY;ECM-1→∆lnF
(H0; 2 0γ θ= = )

125.10***
[0.000]

125.10***
[0.000]

∆LnIM; ECM-1→∆lnF
(Ho: 3 0γ θ= = )

130.2***
[0.000]

130.2***
[0.000]

∆LnFE; ECM-1→∆lnF
(Ho: 4 0γ θ= = )

125.27***
[0.000]

125.27***
[0.000]

∆LnFEM; ECM-1→∆lnF
(Ho: 5 0γ θ= = )

126.94***
[0.000]

126.94***
[0.000]

Explanation:a - probability value of F-statistic in [ ]; b - (***) 
denotes significance at the 1% level.

Source: author’s calculation
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6.	 Conclusion

The principal objective of the present study is to 
investigate the main determinants of total fertil-
ity rates in Malaysia during the period between 
1980 and 2014. The underlying variables used in 
the present study are per capita GDP; infant mor-
tality rate; and female employment and education. 
The variables are selected based upon a review of 
extant literature and utilised to explain the fertility 
rates in Malaysia using the ARDL procedure. The 

5.3.	 Variance Decomposition Analysis

A variance decomposition (VD) analysis reveals the 
percentage of forecast error variance for each vari-
able that is due to its own innovations and shocks 
to the other system variables. The variance decom-
positions utilised in the present study are estimat-
ed by disturbing each underlying variable in the 
estimated system by one standard deviation. Fol-
lowing the disturbance, the forecast error variance 
of any variable is decomposed into the proportion 
attributed to each of the random shocks. Table 7 
shows the variance decomposition up to 10 years 
for the model under examination. The table shows 
that, on average, over a 10-year horizon, approxi-
mately 33% of the variations in the forecast errors 
for fertility rates can be explained by innovations 
to the fertility rates. A shock in income and fe-

male employment explains, on average, 34% and 
76% of the variance in fertility rates, respectively. 
The most important observation is that the power 
of shock in fertility rates to explain the variance in 
fertility rates diminishes over time. In other words, 
86% of the variation in fertility rates is attribut-
ed to shocks to fertility rates after two years (short 
term). However, only 33% of such variation is ex-
plained by shocks to fertility after 10 years (long 
term), with the remaining 67% being explained 
jointly by all explanatory variables. From the pol-
icy implication point of view, the findings suggest 
that economic growth, infant mortality rates, fe-
male employment and education jointly explain a 
large proportion of fertility rates in Malaysia in the 
long run. As a whole, the results of the long run 
analysis, long run causality and the variance de-
composition analysis are consistent and support 
each other.

Table 7. Variance decomposition analysis

Horizon LF LY LR LEM LGR

0 1.00000 0.029020 0.043133 0.44499 0.031764
1 0.92225 0.017963 0.084432 0.63542 0.073652
2 0.86004 0.028849 0.081367 0.73825 0.070669
3 0.76369 0.066186 0.048960 0.78227 0.043196
4 0.65252 0.12395 0.029404 0.80607 0.030434
5 0.55383 0.18517 0.017657 0.80673 0.023825
6 0.47792 0.23879 0.011272 0.79694 0.020591
7 0.42312 0.27852 0.0074276 0.78540 0.018519
8 0.38477 0.30611 0.0051353 0.77701 0.017477
9 0.35686 0.32496 0.0036106 0.76977 0.016470

10 0.33469 0.33969 0.0026022 0.76216 0.015384

Source: author’s calculation

results show that all selected variables have statis-
tically negative impacts on total fertility rates in 
the long run. Meanwhile, the analysis shows that 
Granger causality exists between the variables and 
total fertility rates in the short run, with the excep-
tion of female employment. The Wald test for cau-
sality relationships detects strong long run causality 
relationships running from each of the underlying 
variables to fertility rates.

The overall findings of the study indicate that 
demographic and socioeconomic factors are the 
main source of the observed declining trend in total 
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fertility rates in Malaysia. In regard to demograph-
ic factors, improvements made in the provision of 
health care services and decreases in infant mor-
tality rates, have significantly reduced fertility rates. 
Whilst with regards to socioeconomic factors, in-
creases in income; education enrolment of females; 
and female employment reduce the fertility rates in 
Malaysia. Thus, if Malaysia aims to increase the size 
of its population, special policies must be designed 
to encourage an increase in family size, for instance 
by restructuring the tax for households with rela-
tively large family sizes; offering child benefits; and 
providing childbearing and childrearing assistance 
for employed women. Nonetheless, further studies 
are needed to explain whether the decline in fertil-
ity rates is also attributable to other factors. Specif-
ically, further factors to be considered in relation 
to fertility rates should include the impact of abor-
tions; the mean age of marriage among women; the 
use of contraception; poverty; and urbanisation, as 
such factors are considered as possible determinants 
in previous studies.

Note 

(1)	 Although the data on the fertility rate; infant 
mortality rate; per capita income; and female 
education are only available for Malaysia since 
the 1960s, the data on share of females in the 
labour force and female employment is only 
available from 1980.
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