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Abstract. A number of urban growth models have been developed to simulate 
and predict urban expansion. Most of these models have common objectives; 
however, they differ in terms of calibration and execution methodologies. GIS 
spatial computations and data processing capabilities have given us the ability to 
draw more effective simulation results for increasingly complex scenarios. In this 
paper, we apply and evaluate a methodology to create a hybrid cellular-automaton- 
(CA) and agent-based model (ABM) using raster and vector data from the Urban 
Atlas project as well as other open data sources. We also present and evaluate three 
different methods to calibrate and evaluate the model. The model has been applied 
and evaluated by a case study on the city of Athens, Greece. However, it has been 
designed and developed with the aim of being applicable to any city available in 
the Urban Atlas project. 
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1. Introduction

Rapid urban growth leads to the transition of 
green and open land to urban land. As a result, the 
microclimate of the area changes, which in turn 
affects food security, public health and water quality 
and finally leads to global environmental change 
(Musa et al., 2017). Consequently, the environmental 
impact of urban growth must be studied by urban 
scientists and town planners because it degrades the 
ecosystem and affects human lives. 

Over the last two decades, the scientific 
community has paid great attention to this 
phenomenon. In turn, various models and 
techniques have been developed to cope with urban 
growth or urban sprawl and predict its behaviour 
over time and space. These models can be defined 
as spatio-temporal models.

Moreover, various application platforms have 
been developed to cope with such spatio-temporal 
models. Some focus on urban growth, providing 
a clear methodology for the dynamics of the model, 
but lack the ability to adjust the model dynamics 
or to enrich the model with customised agents or 
local factors. Others provide a generic interface 
to implement such models but lack the urban 
growth orientation and adjustment, making them 
difficult to use for users without prior programming 
experience. 

In this article, we use GAMA Platform in 
conjunction with data from the Urban Atlas project, 
as well as other open-source data, in order to 
simulate urban growth for the greater Metropolitan 
Area of Athens, Greece. We test and calibrate 
a simple model, taking into account global and local 
aspects but excluding extensive local knowledge, so 
that it can be adjustable to any city available in the 
Urban Atlas project. In addition, three different 
calibration methods were combined to calibrate our 
model, and finally, to perform a ten-cycle simulation 
up to 2072.

The article is organised as follows. The literature 
concepts are discussed in Section 2, while study area 
and related data are presented in Section 3. Model 
description, dynamics and calibration process are 
discussed in Section 4, whereas results are presented 
in Section 5. Finally, in Section 6 and 7 we discuss 

the limitations and strengths of this study along 
with some thoughts about the results.

2. Urban growth models

Urban growth models are spatial computer 
simulations that use economics, sociology, 
geography and statistics in order to predict land-
use changes and thus urban spatial evolution. They 
combine theories, data and mathematical algorithms 
to predict spatial changes within the urban 
environment (Triantakonstantis & Mountrakis, 
2012) (Sante et al., 2010). 

Over the last two decades, several different 
models have been developed based on theoretical 
assumptions scientists have made upon studying 
the urban growth literature. However, most of these 
models lack the ability to adapt to new theories or to 
be enriched with different aspects of related theory. 
As a consequence, several different techniques 
have been developed and applied to address this 
disadvantage. According to (Li & Gong, 2016), 
modern geographic urban growth models may be 
classified into two main categories:

2.1. Cellular Automata (CA)

A cellular automaton is a computational model 
of systems with emergent complexity. Cellular 
automata are studied in computational theory, 
physics and theoretical biology, as well as in many 
other scientific fields. They were devised in the 
1940s by mathematician John von Neumann in 
order to describe the functions of the biological 
cell (von Neumann & Burks W, 1966). However, 
they became better known during the 1970s with 
Conway’s Game of Life (Conway, 1970), a two-
dimensional cellular automaton that captured 
the interest of the academic community. Cellular 
automata gained much popularity in the 1980s 
thanks to US computer scientist Christopher 
Langton (Langton, 1997), a founder of the cognitive 
field of artificial life.

Cellular automaton models focus on the 
dynamics of the core elements of the urban system, 
as well as the interactions among them. A society of 
elements moves from cell to cell in predetermined 
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neighbourhoods while neighbours defined by 
transition rules determine the distance traction or 
repulsion these dynamics may develop (Liu, Zheng, 
& Wang, 2020). In other words, each cell represents 
a land-use value; its future land-use value depends 
on the neighbouring cells’ values and the transition 
rule values related to the cell. 

2.2. Agent-Based Models (ABM)

Agent-based modelling is a computational method 
that gives researchers the ability to create, analyse 
and experiment with models composed of agents 
that interact within space. ABM is the newest 
method of model development and has gained 
great popularity during the last decade (Gilbert, 
2008) (Matthews et al., 2007). ABMs have several 
implementations related to social geography, 
ecology, biology and urban studies. They are also 
known as individual-based models (IBMs) or multi-
agent systems (MAS), and individuals within IBMs 
may be simpler than fully autonomous agents 
within ABMs.

Agents are autonomous decision-making entities 
that can make decisions and execute various 
behaviours within the environment in which they 
live and interact. For that reason, ABMs are an 
excellent fit for the urban growth phenomenon 
because their spatial distribution is highly dependent 
on the decisions of humans living within the study 
area (Martinez & Viegas, 2017), (Bonabeau, 2002). 
Furthermore, ABMs can represent multiple spatial 
relationships among their agents, which in turn 
make them an appropriate fit for the complex city 
environment.

However, ABMs have certain drawbacks as well. 
In most cases, behaviour rules are subjective and are 
based on researchers’ assumptions, and calibration 
appears to be a very complicated procedure 
(Baptista, et al., 2016), requiring a large amount of 
computing resources. 

In this paper we present a hybrid cellular-
automata-and-agent-based model. We also provide a 
methodology to calibrate the model from historical 
data for the study area, using Gama Platform as the 
model development toolkit.

3. Study area: data description 
and manipulation

3.1. Athens Metropolitan Area

The proposed model is applied, tested and 
calibrated in the Greater Athens Metropolitan Area. 
Athens has been an urban centre from its birth in 
antiquity until the present, occupying a space of 
approximately 300 km2 and accommodating more 
than three million residents. It is located in the 
centre of Greece, in the Mediterranean region and 
has been a cultural crossroads of Asia, Europe and 
Africa for more than 2000 years.

During the last three decades, the city has 
expanded considerably, creating new peri-urban 
areas and sub-centres. However, the expansion that 
took place during the period 1950 to 1970 due to 
extensive rural immigration was unplanned and 
unregulated with no accompanying infrastructure 
projects, resulting in traffic congestion and 
environmental pollution (Beriatos, 2006) as well as 
high concentrations of industrial and production-
related activities (Grekousis et al., 2013). 
Furthermore, the metropolitan area of Athens 
contains three mountains and several hills, which 
present a wide range of slopes and altitudes. 

In terms of economic activity, Athens experienced 
dramatic growth between 2000 and 2004, the year 
Athens hosted the Olympic Games; however, the 
city has suffered from an economic crisis from 
2010 until the present. As a result of the economic 
crisis, construction activity dramatically decreased, 
resulting in a low urban growth rate during the 
study period (2006–2012). For all these reasons, 
Athens’ urbanisation doesn’t follow a generic 
pattern, making the city very complex in terms of 
urban growth prediction and also a challenging case 
study. 

3.2. Land-use map: Urban Atlas dataset

This study utilises land cover maps for the years 
2006 and 2012 acquired from the Urban Atlas 
dataset. The Urban Atlas project is a pan-European 
dataset produced by analysing thousands of different 
satellite images. It provides land-use and land-cover 
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data for large urban cities with more than 100,000 
inhabitants as defined by the Urban Audit (Buttner 
et al., 2014). These are the 697 most populated cities 
in the EU. The GIS data can be downloaded together 
with a map for each urban area covered along with 
a report containing the metadata (Montero et al., 
2014).

Urban Atlas data are provided free of charge by 
the European Environment Agency in a shapefile 
format. The projection is ETRS 1989 Lambert 
Azimuthal Equal Area L52 M10 and the scale is 
1:10,000; the minimum mapping unit is 0.25 ha for 
the artificial surfaces and 1 ha for any other surface 
(Herold & Gamba, 2009). The project consists of 
two time-series datasets – one for 2006 and one for 
2012. However, a new dataset for 2018 is expected, 
but at the time of writing (2021) this was not yet 
available.

To adjust the Urban Atlas dataset to our model, 
we have applied a reclassification in order to 
produce four different classes (Table1) out of the 
27 existing classes: To support our model, two raster 
files have been created for the referenced years of 
2006 and 2012, respectively. Vector polygons have 
been converted to raster grids of 1000 m × 1000 m 
resolution. Four different possible values have been 
defined on each cell. The produced raster files will 
be used to study the urban growth evolution of the 
area and thus calibrate our model to fit the past 
evolution. The raster file for 2012 will also be the 
starting point of our model run.

3.3. Other data used for the model

Several different factors may influence an urban 
growth model; thus, several different datasets must 
be collected in order to express those factors. We 
have chosen those that can be spatially expressed 

and that are easily found and freely downloadable 
online. These include:
•	 Shapefile of roads in 2016 (vector lines), divided 

into five different classes (motorways, primary, 
secondary, tertiary and residential roads). Data 
downloaded from the OpenStreetMap (OSM) 
project (OpenStreetMap, 2019). Each road 
class will have a different weight during the 
implementation of our model. 

•	 Shapefile of Greater Athens census data collected 
from Hellenic Statistical Authority, expressing 
population changes between 2001 and 2011. 
For each municipality, a new field is added and 
populated with integer values representing the 
“population-change class” as described in Table 
2:

•	 Raster file of 1000 m × 1000 m cell projects 
a slope map for the study area. The file was 
produced from a digital elevation model 
(DEM file). Slope classes have been defined as 
described in Table 3.

•	 Shapefile of Athens city centre (vector point). A 
single point represents the city centre of Athens. 

•	 Shapefile of Greater Athens sub-centres (vector 
points). Multiple points represent the sub-
centres of the Greater Athens Metropolitan 
Area. Data downloaded from http://geodata.
gov.gr/ (community, n.d.)

4. Model

4.1. Model description

Our model was inspired by the models proposed 
by (Taillandier, et al., 2016) (Chaudhuri & Clarke, 
2013) (Raimbault et al., 2016). The model proposed 
by (Taillandier, et al., 2016) is also included within 
the default demo models of Gama Platform, labelled 

 

Table 1. Land-use data

Source: own elaboration
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Table 2. Population-change classes

Source: own elaboration

Table 3. Slope classification

Source: own elaboration

˗
˗ ˗
˗

“raster model”. This model proposes three dynamics: 
urban density, road network and travel distance to 
city centre. We have also added the distance to sub-
centres (as the study area is a large area including 
various sub-centres), the earth slope and the 
population-change trends as extra agents. 

Additional agents influencing urban growth 
models, such as unemployment, economic growth 
trends and housing rent, which have previously 
been used for such models (Hu & Lo, 2007), could 
not be used in our case study. Finding such data 
was a  challenge in our case and would have led 
us outside of our main scope, which was to keep 
the model easily adaptable to any city available 
on the Urban Atlas project. On completion of the 
calibration process, the model will run for ten 
cycles, resulting in the urban growth prediction for 
the year 2072. 

For the implied model, the main agents are cells 
that represent a homogeneous area of space. A cell 
agent has two attributes:

•	 Building options: These may have five 
different values: 1 (built), 2 (not built – free 
for urbanisation), 3 (not built and forbidden 
to be built, 4 (currently forbidden to be 
built, but with a few changes can be built 
[e.g. forest]), 5 (newly built [acquired during 
model stimulation]).

•	 Constructability: The level of constructability 
of the cell is a float value between 0 and 1. 
Zero means that it is not at all probable to 
become urban and 1 that it is very probable 
to become urban. The constructability of 
each cell is estimated during every cycle of 
our model and its calculation is explained in 
detail in the following section.



Tsagkis Pavlos / Bulletin of Geography. Socio-economic Series / 55 (2022): 107-121112

Over the last five decades, the study area has 
suffered severe deforestation, and affected areas 
have since been transformed into urban areas. For 
this reason, we exclude forest areas from the non-
urbanised areas and include them in our scenario as 
being available for urbanisation. However, the rate 
at which forest land is turned into urban land will 
be determined during the simulation process of our 
model. 

4.2. Model dynamics

The general process of the model is described in 
the steps below:

A.	 Each cell computes its level of constructability 
using the flow below:

Values calculated only once, on start-up, while 
defining our model
•	 For each pixel, we compute the distance to the 

closest road.
•	 For each pixel, we compute the travel distance 

to the city centre.
•	 For each pixel, we compute the travel distance 

to the closest sub-centre, if this is not the main 
city centre. 

•	 For each pixel, we assign a value for slope.
•	 For each pixel, we assign a value for population-

change class. 

Values calculated at every step of our model as it 
changes over time and after each cycle
•	 For each pixel, we compute the urban density. 

The density is determined by the number 
of neighbouring “urban pixels”. It should be 
a number between 0 and 8.

B.	 The n number of cells with the highest lev-
el of constructability becomes urbanised at each cy-
cle. The n number of cells that should be built is 
estimated using the comparison between the two 
images, making a simple assumption that the same 
percentage of land that has become urban during 
the past period will become urban during future pe-
riods.

TR1. Neighbourhood urban density (the high-
er, the better).

𝑻𝑻𝑻𝑻𝟏𝟏 = 𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏 𝒐𝒐𝒐𝒐 𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄
𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄

 

𝑻𝑻𝑻𝑻𝟐𝟐 = 𝟏𝟏 − (
(𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 𝒕𝒕𝒕𝒕 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓 ) ×  (𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 (𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏 𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃 𝟏𝟏 𝒂𝒂𝒂𝒂𝒂𝒂 𝟓𝟓))

𝒎𝒎𝒎𝒎𝒎𝒎. 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅. 𝒕𝒕𝒕𝒕 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓 (𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂 𝒂𝒂𝒂𝒂𝒂𝒂 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄)  × 𝟓𝟓 ) 

 

 

𝑻𝑻𝑻𝑻𝟑𝟑 =  𝟏𝟏 − ( 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 𝒕𝒕𝒕𝒕 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄
𝒎𝒎𝒎𝒎𝒎𝒎. 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅. 𝒕𝒕𝒕𝒕 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 (𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂 𝒂𝒂𝒂𝒂𝒂𝒂 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄)) 

 

TR2. Euclidean distance to the closest road 
(the closer, the better). We also multiply the 
distance using the class of road in order to give 
fewer possibilities for lower-class roads and more 
possibilities for higher-class roads such as highways 
and motorways:

𝑻𝑻𝑻𝑻𝟒𝟒 = 𝟏𝟏 − ( 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 𝒕𝒕𝒕𝒕 𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 (𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎)
𝒎𝒎𝒂𝒂𝒙𝒙. 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅. 𝒕𝒕𝒕𝒕 𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 (𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂 𝒂𝒂𝒂𝒂𝒂𝒂 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄)) 

 

 

𝑻𝑻𝑻𝑻𝟓𝟓 = 𝟏𝟏 − (𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 𝒗𝒗𝒗𝒗𝒗𝒗𝒗𝒗𝒗𝒗 (𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊 𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃 𝟏𝟏 𝒂𝒂𝒂𝒂𝒂𝒂 𝟏𝟏𝟏𝟏)
𝟏𝟏𝟏𝟏 (𝒎𝒎𝒎𝒎𝒎𝒎. 𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄) ) 

 

𝑻𝑻𝑻𝑻𝟔𝟔 = (𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄  (𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊 𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃 𝟏𝟏 𝒂𝒂𝒂𝒂𝒂𝒂 𝟔𝟔)
𝟔𝟔 (𝒎𝒎𝒎𝒎𝒎𝒎. 𝒑𝒑𝒑𝒑𝒑𝒑. 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄) ) 

 

TR4. Travel distance to closest sub-centre (the 
closer, the better):

𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪

=  𝒘𝒘𝒘𝒘 ×  
(𝒘𝒘𝒘𝒘 × 𝑻𝑻𝑻𝑻𝑻𝑻) + (𝒘𝒘𝒘𝒘 × 𝑻𝑻𝑻𝑻𝑻𝑻) + (𝒘𝒘𝒘𝒘 × 𝑻𝑻𝑻𝑻𝑻𝑻) + (𝒘𝒘𝒘𝒘 × 𝑻𝑻𝑻𝑻𝑻𝑻) + (𝒘𝒘𝒘𝒘 × 𝑻𝑻𝑻𝑻𝑻𝑻) + (𝒘𝒘𝒘𝒘 × 𝑻𝑻𝑻𝑻𝑻𝑻)

𝒘𝒘𝒘𝒘 + 𝒘𝒘𝒘𝒘 + 𝒘𝒘𝒘𝒘 + 𝒘𝒘𝒘𝒘 + 𝒘𝒘𝒘𝒘 + 𝒘𝒘𝒘𝒘  

 

TR3. Travel distance to city centre using road 
network (the closer, the better):

TR5. Earth-slope class the cell belongs to (the 
lower, the better):

If slope class is more than 60%, meaning a value 
of >7, we consider the cell as not available for ur-
banisation, but this value is adjustable during mod-
el simulation.

TR6. Population-change class this cell belongs to 
(the higher, the better):

The level of constructability is the weighted 
average of these six indices. To this end, for every 
index, we must assign a weight expressing the 
importance of the index to the final model (Tsagkis 
& Photis, 2018). As a final step, and in order to take 
into consideration cells classified as forest land, we 
use a seventh weight: the forest weight. If we want 
to exclude forest land from urbanising, we set it to 
0, whereas if we want forest cells to behave like any 
other cell available for urbanisation, we set it to 1.

The seven weights (w1, w2, w3, w4, w5, w6 
and w7) are parameters of the model, while the 
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constructability value is the weighted average of the 
six or seven criteria mentioned depending on the 
type of pixel calculating. The constructability value 
is expressed using the equation below, turning out 
a float number between 0 and 1:

C.	 Model simulation step is of six years’ 
because data from Urban Atlas dataset are published 
every six years. Thus, each step in our simulation 
represents a six-year cycle of real-world time. 

4.3. Model calibration

One of the most important challenges when 
developing simulation models is to clarify the 
validity of the outputs, commonly referred to 
as “model calibration” (Pijanowski, et al., 2014; 
Olmedo et al., 2015). The general idea is to study 
the past in order to predict the future (Clarke et al., 
1996) (Hagen-Zanker & Martens, 2008). 

Comparing the “predicted” present to the 
“known” present, using a logistic regression method 
should give the best match and thus the best weight 
combination to use for the agents influencing the 
model. To achieve that, we have produced several 
different images expressing the “predicted” present. 
To produce those images, we have used the batch 
mode of Gama Platform, assigning a range of values 
for every weight and running the model from the 
starting year of 2006 for one cycle until the year 
2012. This results in a large number of images 
that will eventually be compared, one by one, with 
the real-life image of 2012 and, according to the 
similarities or differences, we will determine the 
optimal combination of weight values. The seventh 
weight of forest land probability is outside the 
calibration scope, so modellers may use a float value 
between 0 and 1. For the model proposed, we have 
used the following range of values, resulting 87,846 
different prediction images:

w1: [0.01, 0.02, 0.03, 0.04, 0.05, 0.06];
w2: min: 0.0 max: 1.0 step: 0.1
w3: min: 0.0 max: 1.0 step: 0.1
w4: min: 0.0 max: 1.0 step: 0.1
w5: min: 0.0 max: 1.0 step: 0.1
w6: min: 0.0 max: 1.0 step: 0.1
w7: 0.8

The image map comparison is using the grid-
based approach, comparing the real image with the 
predicted image, pixel by pixel. Various methods 
and algorithms have been developed to quantify the 
agreement between two raster maps. These include 
kappa statistic, fuzzy kappa (Kuhnert et al., 2005) 
(Pontius Jr & Cheuk, 2006) (Pontius Jr R.G., 2002) 
(Visser & De Nijs, 2006) (van Vliet et al., 2011), 
Relative Operating Characteristics (ROC), and Total 
Operating Characteristics (TOC) (Chakraborti et 
al., 2018) (Shafizadeh-Moghadam, 2019). One of 
the most well-known approaches for raster map 
comparison is Cohen’s kappa index (Cohen, 1960) 
(Foody, 2007), which expresses the agreement 
between two categorical datasets corrected for the 
expected agreement (Fleiss et al., 1969).

In general, every pixel of the reality map is 
compared to the pixel in the same position on the 
prediction map. If their values match, we add 1; 
if not, we add 0. The sum is divided by the total 
number of pixels that are expected to get changed, 
which in turn yields a float number between 0 and 
1:

𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹 (𝑹𝑹𝑹𝑹𝑹𝑹) = 𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏 𝒐𝒐𝒐𝒐 𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎 𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑
𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏 𝒐𝒐𝒐𝒐 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑 

 

𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹 (𝑹𝑹𝑹𝑹𝑹𝑹) = 𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏 𝒐𝒐𝒐𝒐 𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎 𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑
𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏 𝒐𝒐𝒐𝒐 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑 

 

𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲 = 𝑹𝑹𝑹𝑹𝑹𝑹 − 𝑹𝑹𝑹𝑹𝑹𝑹
𝟏𝟏 − 𝑹𝑹𝑹𝑹𝑹𝑹  

 

Using the same technique, we use a random 
raster map to compare against the reality map:

Using the two values obtained, we can finally 
calculate the kappa statistic using the equation:

Kappa index is a float number ranging from -1 
to 1. If the value of kappa is close to 1, then the 
agreement between the maps is very high; if it is 
close to -1, the maps are totally different (Eugenio 
& Glass, 2004). 

A similar approach that has gained popularity 
among the scientific community is the fuzzy kappa 
(Hagen-Zanker, 2009) (van Vliet et al., 2013). 
Predicting an urban pixel at the exact location is 
not always possible, due to the complex nature of 
urban growth processes. The fuzzy kappa approach 
goes beyond the cell-by-cell comparison and takes 
into account the neighbouring cells, giving credits 
to cells that are located nearby but not in the exact 
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location of the cell observed. In our case, if an 
urbanised pixel is not found in the exact location 
then we search within the surrounding eight pixels, 
and we use the sum of those urbanised divided by 
the length*2 of urbanised pixels:

Consequently, we use this value to compute real 
and random agreement and finally draw the kappa 
fuzzy index (Mustafa et al., 2018).

Real map agreement:

𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭 𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪 = 𝐒𝐒𝐒𝐒𝐒𝐒 (𝐧𝐧𝐧𝐧𝐧𝐧𝐧𝐧𝐧𝐧𝐧𝐧 𝐨𝐨𝐨𝐨 𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒𝐒 𝐔𝐔𝐔𝐔𝐔𝐔𝐔𝐔𝐔𝐔𝐔𝐔𝐔𝐔𝐔𝐔𝐔𝐔 𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏)
 𝐒𝐒𝐒𝐒𝐒𝐒 ∗ 𝟐𝟐  

 

𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭 𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹 (𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭) =

𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒆𝒆𝒓𝒓 𝒐𝒐𝒐𝒐 𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎 𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑 
+ 

𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎
𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏 𝒐𝒐𝒐𝒐 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑 

 

Random map agreement:

𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭 𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹 𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨 (𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭) =

𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏 𝒐𝒐𝒐𝒐 𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎 𝒑𝒑𝒑𝒑𝒙𝒙𝒆𝒆𝒆𝒆𝒆𝒆 
+ 

𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎
𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏 𝒐𝒐𝒐𝒐 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑 

 

Fuzzy kappa statistic: 

𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲 = 𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭 − 𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭
𝟏𝟏 − 𝑹𝑹𝑹𝑹𝑹𝑹  

 
One more method that is easy to apply is the 

distance index approach proposed by (Kuhnert, 
Voinov, & Seppelt, 2005). The distance index tells 
us how far apart in space the disagreeing cells are, 
using the mean Euclidean distance among all the 
compared cells. Thus, for each raster comparison 
we have a mean distance for all the changing cells, 
and the raster images with the lowest mean distance 
are considered to draw the best simulation results 
(Meratnia & de By, 2002). To normalise these values 
and get a more representative value, we use the 
equation proposed by (Kuhnert, Voinov, & Seppelt, 
2005): One more method that is easy to apply is the 
distance index approach proposed by (Kuhnert et 
al., 2005). The distance index tells us how far apart 
in space the disagreeing cells are, using the mean 
Euclidean distance among all the compared cells. 
Thus, for each raster comparison we have a mean 
distance for all the changing cells, and the raster 
images with the lowest mean distance are considered 
to draw the best simulation results (Meratnia & de 
By, 2002). To normalise these values and get a more 
representative value, we use the equation proposed 
by (Kuhnert et al., 2005):

𝑭𝑭 = 𝑵𝑵𝑵𝑵 (𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏 𝒐𝒐𝒐𝒐 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 )
𝑵𝑵𝑵𝑵 + ∑ 𝑬𝑬𝑬𝑬 (𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅)𝑵𝑵𝑵𝑵

 

 
The resulting value is a float number between 0 

and 1. The highest value is considered to express 
the simulated image that best fit the image observed 
in reality. 

Fuzzy kappa appears to be the most sophisticated 
and accurate method for map comparison, as it uses 
all the power of the kappa statistic but also takes 
into account small spatial errors. However, within 
the scientific community there seems to be no 
universally accepted method to use as a standard, 
and thus our previous assumption is based on the 
authors’ experience and research study. 

In our case study we have implemented all three 
methods mentioned and explained in this paper 
(kappa, fuzzy kappa and distance index), resulting 
in three indices, as well as a final index using the 
mean value of the three outputted indices. To 
achieve that, we compared 87,846 prediction images 
with the real-changes image. For each single image, 
four different index float numbers were created to 
express the level of agreement among the changing 
cells. The aim of the comparison was to identify the 
best weight for each transition rule. 

5. Results

To have a fair result for our model evaluation, we 
use only the changing pixels between the years of 
2006 and 2012 and compute all indices using only 
these pixels (Mustafa et al., 2017). According to 
the results, kappa statistic, fuzzy kappa and overall 
summary selected the same weights for the best 
fitted image. However, fuzzy kappa picked a single 
image for the highest score, whereas kappa picked 
12 different images having equally high scores. One 
of those 12 highest kappa index images had the 
same weights as the one picked by the fuzzy kappa 
metric. Furthermore, the distance index showed 
some differences among weights but followed almost 
the same pattern. Therefore, we use this image as 
the best weights combination because three out of 
four metrics picked the same weights.

Within Table 4: Best weights matrix, we 
summarize the output results of the comparison 
for the best index values obtained compared to the 
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weights chosen for the predicted image and among 
the newly created urban cells. Road network (w2) 
and earth slope (w5), having weights of 0.8 and 
0.7 respectively, had the greatest influence on the 
model, while urban density (w1), with a value of 
0.06, had a small but real influence on the model. 
On the other hand, main city centre (w3) and 
population growth (w6) both had no impact on the 
model (Table 4).

In the case of the main city centre, this seems 
reasonable because most of the surrounding main 
city area is already urbanised; thus, there is no 
remaining space available to urbanise. Furthermore, 
the study area is a large area consisting of various 
local urban centres, which are used as a different 
transition rule in our model. This is the sub-centres 

distance weight (w4) which in turn, with a value 
of 0.5, had a representative influence on the model. 
The low value of the population trend weight may 
be explained by the inconsistency between census 
data and the rest of the datasets. Census data are 
classified using the spatial entity of municipality 
(vector polygons), which is a large area that can 
hardly be projected in a cell of 1000 m × 1000 m; 
unfortunately, this leads to generalisation of data. 
In some cases, a single municipality polygon may 
contain more than 200 different pixels. Shown in 
red in Figure 1 and Figure 2 are all the pixels that 
changed to urban pixels in reality from 2006 to 
2012, compared to those predicted for the same 
period.

 

Table 4. Best weights matrix

Source: own elaboration

  

Fig. 1. Real image changes (2006–2012)
Source: own elaboration 

Fig. 2. Best score predicted image changes (2006–2012)
Source: own elaboration 



Tsagkis Pavlos / Bulletin of Geography. Socio-economic Series / 55 (2022): 107-121116

 

Fig. 3. Simulation 2012–2054
Source: own elaboration 
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Fig. 4. Simulation 2066–2072
Source: own elaboration 

Model simulation to the year 2072

Our simulation will run for ten cycles of six years 
each, resulting in ten land-use map snapshots 
from 2012 to 2072. At each step, a grid map will 
be generated with the following classes: 1) High-
density urban land, 2) Low-density urban land, 
3) Forbidden to urbanise (lakes, sea, etc.), 4) Not 
urban / Free to urbanise, 5) Forest areas, 6) New 
urban areas (urbanised).

Classes 1, 2 and 6 will be considered as urban 
areas during the model run time.

We are running our model using the weights 
generated by the calibration process:

•	 w1 (weight_density). Urban density weight 
= 0.06

•	 w2 (weight_road_dist). Road distance weight 
= 0.8

•	 w3 (weight_cc_dist). Main city centre 
distance weight = 0.0

•	 w4 (weight_sc_dist). Sub-centres distance 
weight = 0.5

•	 w5 (weight_slope). Earth slope weight = 0.7
•	 w6 (weight_pop). Population-change weight 

= 0.0
The urbanised cells created at each cycle are used, 
along with those already urbanised, to compute the 
urban density. Some emerging urban areas appear 
far from existing urban centres, while most of the 
newly urbanised land is close to roads and sub-
centres (Fig. 3–4). Moreover, our model seemed to 
have a preference for areas of low earth slope and 
neighbouring areas with existing urban cells. The 
ten-step time-series future urban distribution map 
can be seen in Figure 3 and Figure 4. Red pixels 
represent newly urbanised pixels, and light and dark 
grey represent pixels urbanised before 2012, which 
is our starting point.
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6. Limitations and strengths

There are three major limitations in this study that 
may be addressed in future research. The first is the 
generality of population data used for the study area. 
This weakness was observed during the calibration 
process, as the population weight had a value of 0, 
meaning it had zero influence on the model. The 
problem lies in that census data are classified using 
the spatial entity of municipality, which is a large 
area compared to the cell of 1000 m × 1000 m used 
for the rest of our data. To address this problem, 
a more accurate census dataset must be used. 

The second limitation concerns the absence of 
the 2018 Urban Atlas dataset, which has not yet 
been published but would enrich our model with 
an additional sample with which to train and 
calibrate it. Finally, the third limitation concerns the 
economic crisis the study area suffered during the 
study time (2006–2012); this is expressed as a low 
urban growth rate (1.6%) during the study period. 
However, some might characterise this limitation as 
a challenge. 

On the other hand, several strengths are worth 
addressing. Most importantly, all three calibration 
and evaluation methods used drew approximately 
the same result. As a consequence, all three methods 
have selected the same weights to use for the future 
simulation. Moreover, to apply these methods and 
estimate kappa, fuzzy kappa and distance index, 
we used only the pixels that changed between the 
years 2006 and 2012 and not those that remained 
unchanged during that time span. This yields a fairer 
result in terms of calibration method index value.

7. Conclusions

In this paper we implemented a hybrid CA and 
ABM model using Urban Atlas data for the Athens 
Metropolitan Area in Greece. A literature review 
was presented at the beginning of the paper, and 
described the main model types that modellers can 
use to carry out urban growth prediction simulations. 
Moreover, a brief description of the study area was 
provided, along with the data and sources related 
to it. Finally, we presented and analysed all the 
transition rules applied to our model that were used 
for the calibration and simulation processes. 

Kappa statistic, fuzzy kappa and distance index 
methods were used and combined for the calibration 
process and thus identify the best combination 
of weights. To achieve that, we produced 87,846 
different prediction images using weight ranges for 
each transition rule of the model. Furthermore, we 
compared every produced image against the real 
change image to calculate kappa, fuzzy kappa and 
distance index metrics for each image. Kappa fuzzy 
and overall metric selected the same single image 
with the highest score. However, kappa selected 
twelve images holding the highest score; one of 
them was equal to the one picked by the overall 
and kappa fuzzy metrics. We used Gama Platform 
as the toolkit to carry out the whole procedure of 
model calibration and implementation and, finally, 
to draw the future prediction images. 

According to the calibration results, street 
network and earth slope were the most important 
agents of our model, whereas travel distance to the 
city centre of Athens and population trends had the 
lowest impact on the model. On the other hand, 
distance to sub-centres had a significant impact 
on the urban evolution, while urban density had 
a  low but representative impact on the final shape 
of urban transformation.

Furthermore, 0.0506% of the free-to-urbanise 
cells became urban, which translated to a 1.6% real 
urban growth rate. None of the forest pixels turned 
into urban, but some of them turned to free-to-
urbanise; thus, forest pixels were used in our model 
implementation as forbidden-to-urbanise. Finally, 
we ran our model for ten steps of six years at each 
step and presented the results as a time-series image 
map set. 

In short, this study presents an urban growth 
model accompanied by its methodology, data 
structure and adaptation, calibration methods, 
model application and simulation results. The 
simulation results can be used to evaluate the 
impact of the transition rules to the urban evolution 
as well as to predict future urban changes – not only 
in Athens, but also in other cities – which in turn 
may provide valuable references to policy makers. 
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