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#### Abstract

The Benjamin-Bona-Mahony equation with a distribution force on torus is studied in low regularity spaces. The global well-posedness and the existence of a global attractor in $H^{s, p}(\mathbb{T})$ are proved.


## 1. Introduction

There are a lot of studies devoted to the global attractor of dynamical systems generated by nonlinear partial differential equations. The dynamical system, due to the damped effect, is usually dissipative in some Banach space $X$, namely it has a bounded absorbing set in $X$. To prove the compact property of solution semigroup, one may try to control the nonlinear term by Sobolev embedding and the dissipative bound in $X$. This is the reason why some growth restrictions need to be posed on the nonlinear terms. Following this line, roughly speaking, the growth restrictions on nonlinear term can be relaxed if the phase space is more regular, see [2] for a discussion on this topic for reaction diffusion equations. In a given phase space, it is very interesting to find the critical exponent of growth order for the nonlinear term, which has been done in [1] and [17]. However,

[^0]one does not need to consider this problem for those equations in physics when the nonlinear term is fixed and given explicitly. In this case, an "equivalent" question is to find out the lowest regularity space in which the global attractor exists. The paper is devoted to this direction for the Benjamin-Bona-Mahony (BBM) equations.

Consider the following damped, forced BBM equation on the one-dimensional torus $\mathbb{T}=[0,2 \pi]$ :

$$
\begin{equation*}
u_{t}-u_{t x x}-u_{x x}+u u_{x}=f, \quad(x, t) \in \mathbb{T} \times \mathbb{R}^{+} \tag{1.1}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
u(0, x)=u_{0}(x), \quad x \in \mathbb{T} \tag{1.2}
\end{equation*}
$$

Here the unknown function $u$ is real-valued, $u_{t x x}=\partial_{t} \partial_{x}^{2} u$, and the forcing term $f$ is a given function independent of time.

The model was used to describe the propagation of long waves which incorporates nonlinear dispersive and dissipative effects, see [5], [6]. This equation and also related types of the BBM equation were studied by many authors. The well-posedness and ill-posedness were obtained in [4], [3], [7], [10]. The stability or decay rate of solutions in Sobolev spaces were investigated in [14], [19], [20]. The existence of the global attractor was proved in [21], [22], [25], [27], [34]. Moreover, the higher regularity and finite fractal dimension can be found in [12] and [9], [28], respectively.

Observe that if $u(t, x)$ is a smooth solution of (1.1)-(1.2), then integrating (1.1) on $\mathbb{T}$ yields that

$$
\frac{d}{d t} \int_{\mathbb{T}} u d x=\int_{\mathbb{T}} f d x
$$

If $f$ has zero mean, then we find for all $t>0$

$$
\int_{\mathbb{T}} u(t, x) d x=\int_{\mathbb{T}} u_{0} d x
$$

Thus in this article, without loss of generality, we only consider the solution $u(t)$ of mean zero.

The main results in this paper read as follows.
Theorem 1.1. Assume that $f \in \dot{H}^{s-2, p}(\mathbb{T})$ with $0 \leq s \leq 1$ and $2 \leq p<\infty$. Then, for every $u_{0} \in \dot{H}^{s, p}(\mathbb{T})$, problem (1.1)-(1.2) has a unique solution $u \in$ $C\left([0, T] ; \dot{H}^{s, p}(\mathbb{T})\right)$ for some $T>0$ depending on $u_{0}$ and $f$. Moreover, the solution map $S(t): u_{0} \mapsto u(t)$ is continuous in $\dot{H}^{s, p}(\mathbb{T})$.

Theorem 1.2. Assume that $f \in \dot{H}^{s-2, p}(\mathbb{T})$ with $2 \leq p<\infty$ and $1 /(2 p) \leq$ $s \leq 1$. Then problem (1.1)-(1.2) has a global attractor in $\dot{H}^{s, p}(\mathbb{T})$.

This is a continuation study of our previous works [29], [30], [31]. The main difference lies in that the force term $f$ is allowed to belong to Sobolev spaces
of negative order. The assumption $f \in \dot{H}^{s-2, p}$ is sharp in the sense that it is necessary to obtain the existence of the global attractor in $\dot{H}^{s, p}$. In fact, the solution is not expected to belong to $\dot{H}^{s, p}$ if $f \in \dot{H}^{s^{\prime}-2, p^{\prime}}$ with $s^{\prime}<s$ or $p^{\prime}<p$. Compared to [29], [31], Theorem 1.1 suggests that the external force does not change the range of $s$ in the local well-posedness. But this is not the case in the global well-posedness, due to the low regularity of the force. By a decomposition, we reduce the equation with a distribution force to an equation with an irregular coefficient. To deal with the irregular coefficient, we need the assumption $s \geq 1 /(2 p)$ for some technical reasons. It is not clear whether Theorem 1.2 holds for smaller $s$.

We give some references on similar topics. The existence of the global attractor in $L^{p}$ type Sobolev spaces are proved in [8] for strongly damped wave equations, and in [11] for Euler equations. When the force belongs to distributional space, the global attractor is obtained for reaction diffusion equations in [24], [33] and damped wave equations in [18], [32].

This paper is organized as follows. Section 2 is devoted to the local wellposedness of problem (1.1)-(1.2) in $\dot{H}^{s, p}(\mathbb{T})$ with $0 \leq s \leq 1$. In Section 3, we obtain the existence of a global attractor in $\dot{H}^{s, p}(\mathbb{T})$ with $1 /(2 p) \leq s \leq 1$ by the $I$-method.

## 2. Local well-posedness

We first recall some definitions. Given a function $\varphi$ on the torus $\mathbb{T}$, the Fourier coefficient is defined by

$$
\widehat{\varphi}(n)=\frac{1}{2 \pi} \int_{\mathbb{T}} \varphi(x) e^{-i n x} d x, \quad n \in \mathbb{Z}
$$

Then, we have the following Fourier inversion formula:

$$
\varphi(x)=\sum_{n \in \mathbb{Z}} \widehat{\varphi}(n) e^{i n x}
$$

For $s \in \mathbb{R}$, we define the fractional operator $\left(1-\partial_{x}^{2}\right)^{s / 2}$ by

$$
\left(1-\partial_{x}^{2}\right)^{s / 2} \varphi(x)=\sum_{n \in \mathbb{Z}}\langle n\rangle^{s} \widehat{\varphi}(n) e^{i n x}
$$

where $\langle n\rangle=\sqrt{1+n^{2}}$. Moreover, for $1<p<\infty$, the Bessel potential spaces $H^{s, p}(\mathbb{T})$ are defined as the completion of smooth functions with respect to the norm

$$
\begin{equation*}
\|\varphi\|_{H^{s, p}}=\left\|\left(1-\partial_{x}^{2}\right)^{s / 2} \varphi\right\|_{L^{p}} \tag{2.1}
\end{equation*}
$$

We denote by $\dot{H}^{s, p}(\mathbb{T})$ the space of functions $\varphi$ satisfying $\|\varphi\|_{H^{s, p}}<\infty$ and

$$
\int_{\mathbb{T}} \varphi(x) d x=0
$$

If $\varphi$ belongs to $\dot{H}^{1}(\mathbb{T})$, then $\widehat{\varphi}(0)=0$,

$$
\begin{equation*}
\left\|\varphi_{x}\right\|_{L^{2}(\mathbb{T})}=\|n \widehat{\varphi}(n)\|_{l^{2}(d n)} \geq\|\widehat{\varphi}(n)\|_{l^{2}(d n)}=\|\varphi\|_{L^{2}(\mathbb{T})} \tag{2.2}
\end{equation*}
$$

This is the well-known Poincaré inequality on torus. Moreover, the space $\dot{H}^{s, p}(\mathbb{T})$ has the following equivalent norm:

$$
\|\varphi\|_{\dot{H}^{s, p}} \sim\left\|\sum_{n \in \mathbb{Z} \backslash\{0\}}|n|^{s} \widehat{\varphi}(n) e^{i n x}\right\|_{L^{p}}
$$

In particular, let $s=2$, this implies the bound $\left({ }^{1}\right)$

$$
\begin{equation*}
\left\|\left(1-\partial_{x}^{2}\right) \partial_{x}^{-2}\right\|_{\dot{L}^{p}, \dot{L}^{p}} \leq C \quad \text { for all } 1<p<\infty \tag{2.3}
\end{equation*}
$$

Let $N>0$. We define the frequency projection operator $P_{N}$ on low Fourier modes as

$$
P_{N} \varphi=\sum_{|n| \leq N} \widehat{\varphi}(n) e^{i n x}
$$

and $P^{N}$ on high Fourier modes

$$
P^{N} \varphi=\sum_{|n|>N} \widehat{\varphi}(n) e^{i n x}
$$

It is clear that $\mathrm{Id}=P_{N}+P^{N}$.
Throughout, $A \lesssim B$ means $A \leq C B$ for some absolute constant $C, A \sim B$ means $A \lesssim B$ and $B \lesssim A$, and $A \gg B$ means $A / B$ is very big, say $A / B \geq 1000$.
2.1. The decomposition $u=Q+v$. Let $N_{1} \geq 1$. Consider the elliptic equation

$$
\begin{equation*}
-Q_{x x}+P^{N_{1}}\left(Q Q_{x}\right)=P^{N_{1}} f \tag{2.4}
\end{equation*}
$$

where $f \in \dot{H}^{s-2, p}(\mathbb{T})$ with $2 \leq p<\infty$ and $0 \leq s \leq 1$. We shall use the contraction principle to find a solution $Q$. To this end, we rewrite (2.4) as

$$
\begin{equation*}
Q=\left(-\partial_{x}^{2}\right)^{-1} P^{N_{1}}\left(f-Q Q_{x}\right):=\Gamma_{1} Q \tag{2.5}
\end{equation*}
$$

It is well known [15, Theorem 3.5.7, p. 217] that, for every $\varphi \in H^{s-2, p}(\mathbb{T})$,

$$
\lim _{N \rightarrow \infty}\left\|P^{N} \varphi\right\|_{H^{s-2, p}}=0
$$

Thus, for every $0<\varepsilon<1$, there exists $N_{1} \geq 1$ such that

$$
\left\|P^{N_{1}} \varphi\right\|_{H^{s-2, p}} \leq \varepsilon
$$

It follows from (2.3) that

$$
\begin{equation*}
\left\|\left(-\partial_{x}^{2}\right)^{-1} P^{N_{1}} f\right\|_{H^{s, p}} \leq C\left\|\left(1-\partial_{x}^{2}\right)^{-1} P^{N_{1}} f\right\|_{H^{s, p}} \leq C \varepsilon \tag{2.6}
\end{equation*}
$$

To proceed, we need the follow result.

[^1]Lemma 2.1. Let $s \geq 0$ and $2 \leq p<\infty$. Then

$$
\left\|\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}(u v)\right\|_{H^{s, p}} \lesssim\|u\|_{H^{s}}\|v\|_{H^{s}}
$$

Proof. The desired conclusion is equivalent to show that

$$
\begin{equation*}
\left\|\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1+s / 2}\left(\left(1-\partial_{x}^{2}\right)^{-s / 2} u\left(1-\partial_{x}^{2}\right)^{-s / 2} v\right)\right\|_{L^{p}} \lesssim\|u\|_{L^{2}}\|v\|_{L^{2}} \tag{2.7}
\end{equation*}
$$

Thanks to the fact that $\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1 / 2}$ is bounded in $L^{p}(\mathbb{T})$ for $2 \leq p<\infty$, and $\left(1-\partial_{x}^{2}\right)^{-(1 / 2-1 / p) / 2}$ is bounded from $L^{2}$ to $L^{p}$ (which follows from the Sobolev embedding $\left.H^{1 / 2-1 / p} \hookrightarrow L^{p}\right),(2.7)$ follows if one can show that

$$
\begin{equation*}
\left\|\left(1-\partial_{x}^{2}\right)^{s / 2-(1 / 2+1 / p) / 2}\left(\left(1-\partial_{x}^{2}\right)^{-s / 2} u\left(1-\partial_{x}^{2}\right)^{-s / 2}\right) v\right\|_{L^{2}} \lesssim\|u\|_{L^{2}}\|v\|_{L^{2}} . \tag{2.8}
\end{equation*}
$$

Using the Plancherel theorem, (2.8) is reduced to showing

$$
\begin{align*}
\| \sum_{n=n_{1}+n_{2}, n_{1}, n_{2} \in \mathbb{Z}}\langle n\rangle^{s-(1 / 2+1 / p)}\left\langle n_{1}\right\rangle^{-s} \widehat{u}\left(n_{1}\right)\left\langle n_{2}\right\rangle^{-s} \widehat{u}\left(n_{2}\right) & \|_{l^{2}(d n)}  \tag{2.9}\\
& \lesssim\|\widehat{u}\|_{l^{2}}\|\widehat{v}\|_{l^{2}} .
\end{align*}
$$

It is easy to check the elementary inequality $\langle n\rangle^{s} \lesssim\left\langle n_{1}\right\rangle^{s}\left\langle n_{2}\right\rangle^{s}$, for $s \geq 0$. Combining this and Cauchy's inequality, we find

$$
\begin{aligned}
\operatorname{LHS}(2.9) & \lesssim\left\|_{n=n_{1}+n_{2}, n_{1}, n_{2} \in \mathbb{Z}}\langle n\rangle^{-(1 / 2+1 / p)} \widehat{u}\left(n_{1}\right) \widehat{u}\left(n_{2}\right)\right\|_{l^{2}(d n)} \\
& \lesssim\left\|\langle n\rangle^{-(1 / 2+1 / p)}\right\|_{l^{2}} \|_{n=n_{1}+n_{2}, n_{1}, n_{2} \in \mathbb{Z}} \widehat{\sum_{1}\left(n_{1}\right) \widehat{u}\left(n_{2}\right)\left\|_{l^{\infty}(d n)} \lesssim\right\| \widehat{u}\left\|_{l^{2}}\right\| \widehat{v} \|_{l^{2}}}
\end{aligned}
$$

as desired.
Consider the set $\mathscr{B}_{1}=\left\{\varphi \in L^{1}(\mathbb{T}):\|\varphi\|_{H^{s, p}} \leq 2 C \varepsilon\right\}$. Thanks to Lemma 2.1, using (2.3) again, if $Q \in \mathscr{B}_{1}$, then

$$
\left\|\left(-\partial_{x}^{2}\right)^{-1}\left(Q Q_{x}\right)\right\|_{H^{s, p}} \leq C^{\prime}\|Q\|_{H^{s, p}}^{2} \leq 4 C^{2} C^{\prime} \varepsilon^{2} .
$$

Choose $N_{1}$ large enough such that $\varepsilon$ is small enough, say $4 C C^{\prime} \varepsilon \leq 1 / 2$. Then we have

$$
\left\|\left(-\partial_{x}^{2}\right)^{-1}\left(Q Q_{x}\right)\right\|_{H^{s, p}} \leq C \varepsilon / 2 .
$$

This and (2.6) implies that $\Gamma_{1}$ maps $\mathscr{B}_{1}$ into $\mathscr{B}_{1}$. Moreover, if $Q, \widetilde{Q} \in \mathscr{B}_{1}$, then

$$
\begin{aligned}
\left\|\Gamma_{1} Q-\Gamma_{1} \widetilde{Q}\right\|_{H^{s, p}} & \leq C^{\prime}\|Q+\widetilde{Q}\|_{H^{s, p}}\|Q-\widetilde{Q}\|_{H^{s, p}} \\
& \leq 4 C^{\prime} C \varepsilon\|Q-\widetilde{Q}\|_{H^{s, p}} \leq \frac{1}{2}\|Q-\widetilde{Q}\|_{H^{s, p}}
\end{aligned}
$$

Thus, $\Gamma_{1}$ is a contraction mapping on $\mathscr{B}_{1}$. This gives the following proposition.
Proposition 2.2. Let $f \in \dot{H}^{s-2, p}(\mathbb{T})$ with $2 \leq p<\infty$ and $0 \leq s \leq 1$. Then, for every $0<\varepsilon<1$, there exists $N_{1}$ large enough depending on $\varepsilon$ such that the elliptic problem

$$
-Q_{x x}+P^{N_{1}}\left(Q Q_{x}\right)=P^{N_{1}} f
$$

has a unique solution $Q \in \dot{H}^{s, p}(\mathbb{T})$. Moreover, we have the bound

$$
\|Q\|_{H^{s, p}} \leq C \varepsilon
$$

Let $Q$ be the solution of (2.4) defined by Proposition 2.2. If $v$ is a solution of

$$
\begin{align*}
v_{t}-v_{t x x}-v_{x x}+v v_{x}+(Q v)_{x} & =P_{N_{1}}\left(f-Q Q_{x}\right)  \tag{2.10}\\
v(0, x) & =u_{0}(x)-Q \tag{2.11}
\end{align*}
$$

then $u=v+Q$ is a solution of (1.1)-(1.2).
In the sequel, thanks to Proposition 2.2, we assume that $N_{1}$ is large enough to ensure that

$$
\begin{equation*}
\|Q\|_{H^{s, p}} \leq \min \left\{\|f\|_{H^{s-2, p}}^{1 / 2},\|f\|_{H^{s-2, p}}, \varepsilon_{0}\right\} \tag{2.12}
\end{equation*}
$$

where $\varepsilon_{0}$ is a small number determined later. We claim that for all $\alpha \geq 0$

$$
\begin{equation*}
\left\|P_{N_{1}}\left(f-Q Q_{x}\right)\right\|_{H^{\alpha}} \lesssim\left(1+N_{1}^{2}\right)^{1+\alpha / 2}\|f\|_{H^{s-2, p}} \tag{2.13}
\end{equation*}
$$

Indeed, rewrite $P_{N_{1}}\left(Q Q_{x}\right)$ as $P_{N_{1}} \partial_{x}\left(1-\partial_{x}^{2}\right)^{1 / 2}\left(1-\partial_{x}^{2}\right)^{-1 / 2} Q^{2} / 2$, and use the Plancherel theorem, Sobolev embedding, Höler inequality and (2.12), we find

$$
\begin{aligned}
\left\|P_{N_{1}}\left(Q Q_{x}\right)\right\|_{H^{\alpha}} & \lesssim\left(1+N_{1}^{2}\right)^{1+\alpha / 2}\left\|\left(1-\partial_{x}^{2}\right)^{-1 / 2} Q^{2}\right\|_{L^{2}} \\
& \lesssim\left(1+N_{1}^{2}\right)^{1+\alpha / 2}\left\|Q^{2}\right\|_{L^{1}} \lesssim\left(1+N_{1}^{2}\right)^{1+\alpha / 2}\|Q\|_{L^{2}}^{2} \\
& \lesssim\left(1+N_{1}^{2}\right)^{1+\alpha / 2}\|Q\|_{H^{s, p}}^{2} \lesssim\left(1+N_{1}^{2}\right)^{1+\alpha / 2}\|f\|_{H^{s-2, p}}
\end{aligned}
$$

Similarly, we have $\left\|P_{N_{1}} f\right\|_{H^{\alpha}} \lesssim\left(1+N_{1}^{2}\right)^{1+\alpha / 2}\|f\|_{H^{s-2, p}}$. Thus the claim (2.13) follows.
2.2. $I$-operator. It is well known that the linear BBM equation does not has a smoothing effect. In fact, if $u(t)$ is the solution of

$$
\begin{equation*}
u_{t}-u_{t x x}-u_{x x}=0, \quad u(0, x)=u_{0}(x) \tag{2.14}
\end{equation*}
$$

then by Fourier transform, we have

$$
\widehat{u}(t, n)=e^{-|n|^{2} t /\left(1+|n|^{2}\right)} \widehat{u}_{0}(n), \quad n \in \mathbb{Z}
$$

Clearly, $u(t)$ belongs to $H^{s}(\mathbb{T}), t>0$, if and only if $u_{0}$ belongs to $H^{s}(\mathbb{T})$. Thus, it is not expected that the solution $v$ of $(2.10)-(2.11)$ belongs to $H^{s+\varepsilon}(\mathbb{T})$ for some $\varepsilon>0$.

On the other hand, in order to establish the global well-posedness of (2.10)(2.11), one needs to exploit the cancellation (antisymmetry) property of $v v_{x}$. To this end, multiplying both sides of (2.10)-(2.11) with $v$ and integrating, we find

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int_{\mathbb{T}}|v|^{2}+\left|v_{x}\right|^{2} d x+\int_{\mathbb{T}}\left|v_{x}\right|^{2} d x+\int_{\mathbb{T}}(Q v)_{x} v d x=\int_{\mathbb{T}} P_{N_{1}} f v d x \tag{2.15}
\end{equation*}
$$

Equation (2.15) is often referred to the energy equation, which reflects essentially the dissipative property of the original equation. Note that the energy equation
holds only if $v$ belongs to $H^{1}(\mathbb{T})$, which is impossible for solutions $v$ of (2.10)(2.11) with data $u_{0} \in H^{s}(\mathbb{T}), s<1$.

To overcome this difficulty, for $0 \leq s \leq 1$ and $N \gg 1$, we introduce (inspired by [13]) the $I$-operator as follows:

$$
I_{N} \varphi(x)=\sum_{n \in \mathbb{Z}} m_{N}(n) \widehat{\varphi}(n) e^{i n x}
$$

where $m$ is a nonnegative smooth decreasing function satisfying

$$
m_{N}(n)= \begin{cases}1 & \text { if }|n| \leq N \\ \left(\frac{|n|}{N}\right)^{s-1} & \text { if }|n| \geq 2 N\end{cases}
$$

Lemma 2.3. If $u \in L^{2}(\mathbb{T})$, then the inequality

$$
\left\|I_{N} \partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}(u v)\right\|_{H^{1}} \lesssim\|u\|_{L^{2}}\left\|I_{N} v\right\|_{H^{1}}
$$

holds, where the implicit constant is independent of $N$.
Proof. The lemma follows if one can show that

$$
\begin{equation*}
\left\|I_{N}\left(u I_{N}^{-1}\left(1-\partial_{x}^{2}\right)^{-1 / 2} v\right)\right\|_{L^{2}} \lesssim\|u\|_{L^{2}}\|v\|_{L^{2}} \tag{2.16}
\end{equation*}
$$

The $n$-th Fourier coefficient of $I_{N}\left(u I_{N}^{-1}\left(1-\partial_{x}^{2}\right)^{-1 / 2} v\right)$ is

$$
\sum_{n=n_{1}+n_{2}, n_{1}, n_{2} \in \mathbb{Z}} m_{N}(n) \widehat{u}\left(n_{1}\right) \frac{\widehat{v}\left(n_{2}\right)}{m_{N}\left(n_{2}\right)\left\langle n_{2}\right\rangle} .
$$

By the Plancherel theorem, we have

$$
\begin{align*}
&\left\|I_{N}\left(u I_{N}^{-1}\left(1-\partial_{x}^{2}\right)^{-1 / 2} v\right)\right\|_{L^{2}}  \tag{2.17}\\
&=\left\|\sum_{n=n_{1}+n_{2}, n_{1}, n_{2} \in \mathbb{Z}} m_{N}(n) \widehat{u}\left(n_{1}\right) \frac{\widehat{v}\left(n_{2}\right)}{m_{N}\left(n_{2}\right)\left\langle n_{2}\right\rangle}\right\|_{l^{2}(d n)} .
\end{align*}
$$

Rewrite the sum on the right hand side of (2.17), then we find

$$
\operatorname{RHS}(2.17) \lesssim S_{1}+S_{2}+S_{3},
$$

where

$$
\begin{aligned}
& S_{1}=\left\|\sum_{\substack{n=n_{1}+n_{2}, n_{1}, n_{2} \in \mathbb{Z} \\
\left|n_{2}\right|<2 N}} m_{N}(n) \widehat{u}\left(n_{1}\right) \frac{\widehat{v}\left(n_{2}\right)}{m_{N}\left(n_{2}\right)\left\langle n_{2}\right\rangle}\right\|_{l^{2}(d n)}, \\
& S_{2}=\left\|\sum_{\substack{n=n_{1}+n_{2}, n_{1}, n_{2} \in \mathbb{Z} \\
\left|n_{2}\right| \geq 2 N}} m_{N}(n) \widehat{u}\left(n_{1}\right) \frac{\widehat{v}\left(n_{2}\right)}{m_{N}\left(n_{2}\right)\left\langle n_{2}\right\rangle}\right\|_{l^{2}(d n,|n|<2 N)}, \\
& S_{3}=\left\|\sum_{\substack{n=n_{1}+n_{2}, n_{1}, n_{2} \in \mathbb{Z} \\
\left|n_{2}\right| \geq 2 N}} m_{N}(n) \widehat{u}\left(n_{1}\right) \frac{\widehat{v}\left(n_{2}\right)}{m_{N}\left(n_{2}\right)\left\langle n_{2}\right\rangle}\right\|_{l^{2}(d n,|n| \geq 2 N)},
\end{aligned}
$$

For $S_{1}$, since $\left|n_{2}\right|<2 N$, by definition we find $\left|m_{N}\left(n_{2}\right)\right| \gtrsim 1$. Note that we always have $\left|m_{N}(n)\right| \leq 1$, then

$$
\begin{align*}
S_{1} & \leq\left\|_{\substack{n=n_{1}+n_{2}, n_{1}, n_{2} \in \mathbb{Z} \\
\left|n_{2}\right|<2 N}} m_{N}(n)\left|\widehat{u}\left(n_{1}\right)\right| \frac{\left|\widehat{v}\left(n_{2}\right)\right|}{m_{N}\left(n_{2}\right)\left\langle n_{2}\right\rangle}\right\|_{l^{2}(d n)}  \tag{2.18}\\
& \lesssim\left\|_{\substack{n=n_{1}+n_{2}, n_{1}, n_{2} \in \mathbb{Z} \\
\left|n_{2}\right|<2 N}}\left|\widehat{u}\left(n_{1}\right)\right| \frac{\left|\widehat{v}\left(n_{2}\right)\right|}{\left\langle n_{2}\right\rangle}\right\|_{l^{2}(d n)} \\
& \lesssim\|\widehat{u}(n)\|_{l^{2}(d n)}\left\|\frac{\widehat{v}(n)}{\langle n\rangle}\right\|_{l^{1}(d n)},
\end{align*}
$$

where in the last step we used Young's inequality for the convolution of sequence. By Cauchy's inequality,

$$
\begin{equation*}
\left\|\frac{\widehat{v}(n)}{\langle n\rangle}\right\|_{l^{1}(d n)} \leq\|\widehat{v}(n)\|_{l^{2}(d n)}\left\|\langle n\rangle^{-1}\right\|_{l^{2}(d n)} \lesssim\|\widehat{v}(n)\|_{l^{2}(d n)} . \tag{2.19}
\end{equation*}
$$

Combining (2.18)-(2.19) together and using the Plancherel theorem again, we arrive at

$$
\begin{equation*}
S_{1} \lesssim\|\widehat{u}(n)\|_{l^{2}(d n)}\|\widehat{v}(n)\|_{l^{2}(d n)}=\|u\|_{L^{2}}\|v\|_{L^{2}} \tag{2.20}
\end{equation*}
$$

For $S_{2}$, since $\left|n_{2}\right| \geq 2 N$, we find

$$
\begin{equation*}
m_{N}\left(n_{2}\right)\left\langle n_{2}\right\rangle=\left(\frac{\left|n_{2}\right|}{N}\right)^{s-1}\left\langle n_{2}\right\rangle \gtrsim N^{1-s}\left\langle n_{2}\right\rangle^{s} \tag{2.21}
\end{equation*}
$$

Using (2.21), the bound $\left|m_{N}(n)\right| \lesssim 1$ and Young's inequality, we obtain

$$
\begin{align*}
S_{2} & \lesssim\left\|_ { n = n _ { 1 } | n _ { 2 } , n _ { 1 } , n _ { 2 } \in \mathbb { Z } } \frac { m _ { N } ( n ) } { n _ { 2 } \geq 2 2 N } \left|\widehat{u}\left(n_{1}\right)\left\|\widehat{v}\left(n_{2}\right) \mid\right\|_{l^{2}(d n,|n|<2 N)}\right.\right.  \tag{2.22}\\
& \lesssim \frac{1}{N}\left\|\sum _ { n = n _ { 1 } + n _ { 2 } , n _ { 1 } , n _ { 2 } \in \mathbb { Z } } \left|\widehat{u}\left(n_{1}\right)\left\|\widehat{v}\left(n_{2}\right) \mid\right\|_{l^{2}(d n,|n|<2 N)}\right.\right. \\
& \lesssim\left\|\sum _ { n = n _ { 1 } + n _ { 2 } , n _ { 1 } , n _ { 2 } \in \mathbb { Z } } \left|\widehat{u}\left(n_{1}\right)\left\|\widehat{v}\left(n_{2}\right) \mid\right\|_{l^{\infty}(d n)}\right.\right. \\
& \lesssim\|\widehat{u}(n)\|_{l^{2}(d n)}\|\widehat{v}(n)\|_{l^{2}(d n)} .
\end{align*}
$$

For $S_{3}$, note that $m_{N}(n)=(|n| / N)^{s-1}$, using (2.21) again, we have

$$
\begin{equation*}
S_{3} \lesssim\left\|_{n=n_{1}+n_{2}, n_{1}, n_{2} \in \mathbb{Z}}\langle n\rangle^{s-1} \widehat{u}\left(n_{1}\right) \widehat{v}\left(n_{2}\right)\left\langle n_{2}\right\rangle^{-s}\right\|_{l^{2}(d n)} \tag{2.23}
\end{equation*}
$$

By virtue of (2.23), using the Hölder inequality, we get

$$
S_{3} \lesssim \begin{cases}\left\|\langle n\rangle^{s-1}\right\|_{l^{2}}\left\|_{n=n_{1}+n_{2}} \widehat{u}\left(n_{1}\right) \widehat{v}\left(n_{2}\right)\left\langle n_{2}\right\rangle^{-s}\right\|_{l^{\infty}(d n)} & \text { if } 0 \leq s<\frac{1}{2},  \tag{2.24}\\ \left\|\langle n\rangle^{s-1}\right\|_{l^{4}}\left\|_{n=n_{1}+n_{2}} \widehat{u}\left(n_{1}\right) \widehat{v}\left(n_{2}\right)\left\langle n_{2}\right\rangle^{-s}\right\|_{l^{4}(d n)} & \text { if } s=\frac{1}{2}, \\ \left\|\langle n\rangle^{s-1}\right\|_{l^{\infty}}\left\|_{n=n_{1}+n_{2}} \widehat{u}\left(n_{1}\right) \widehat{v}\left(n_{2}\right)\left\langle n_{2}\right\rangle^{-s}\right\|_{l^{2}(d n)} & \text { if } \frac{1}{2}<s \leq 1 .\end{cases}
$$

Since the $l^{p}(p=2,4, \infty)$ norms of $\langle n\rangle^{s-1}$ in (2.24) are finite, we deduce from Young's inequality that

$$
\begin{align*}
S_{3} & \lesssim \begin{cases}\left\|\widehat{u}\left(n_{1}\right)\right\|_{l^{2}}\left\|\widehat{v}\left(n_{2}\right)\left\langle n_{2}\right\rangle^{-s}\right\|_{l^{2}} & \text { if } 0 \leq s<\frac{1}{2}, \\
\left\|\widehat{u}\left(n_{1}\right)\right\|_{l^{2}}\left\|\widehat{v}\left(n_{2}\right)\left\langle n_{2}\right\rangle^{-s}\right\|_{l^{4 / 3}} & \text { if } s=\frac{1}{2}, \\
\left\|\widehat{u}\left(n_{1}\right)\right\|_{l^{2}}\left\|\widehat{v}\left(n_{2}\right)\left\langle n_{2}\right\rangle^{-s}\right\|_{l^{1}} & \text { if } \frac{1}{2}<s \leq 1,\end{cases}  \tag{2.25}\\
& \lesssim \begin{cases}\left\|\widehat{u}\left(n_{1}\right)\right\|_{l^{2}}\left\|\widehat{v}\left(n_{2}\right)\right\|_{l^{2}}\left\|\left\langle n_{2}\right\rangle^{-s}\right\|_{l^{\infty}} & \text { if } 0 \leq s<\frac{1}{2}, \\
\left\|\widehat{u}\left(n_{1}\right)\right\|_{l^{2}}\left\|\widehat{v}\left(n_{2}\right)\right\|_{l^{2}}\left\|\left\langle n_{2}\right\rangle^{-s}\right\|_{l^{4}} & \text { if } s=\frac{1}{2}, \\
\left\|\widehat{u}\left(n_{1}\right)\right\|_{l^{2}}\left\|\widehat{v}\left(n_{2}\right)\right\|_{l^{2}}\left\|\left\langle n_{2}\right\rangle^{-s}\right\|_{l^{2}}, & \text { if } \frac{1}{2}<s \leq 1\end{cases} \\
& \lesssim\|u\|_{L^{2}}\|v\|_{L^{2}} .
\end{align*}
$$

Inserting (2.20), (2.22) and (2.25) into (2.17) implies (2.16).
Corollary 2.4. The inequality

$$
\left\|I_{N} \partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}(u v)\right\|_{H^{1}} \lesssim\left\|I_{N} u\right\|_{H^{1}}\left\|I_{N} v\right\|_{H^{1}}
$$

holds with an implicit constant independent of $N$.
Proof. This is a direct consequence of Lemma 2.3 and the equality

$$
\|u\|_{L^{2}} \lesssim\left\|I_{N} u\right\|_{H^{1}}
$$

which follows from the obvious estimate $1 \lesssim m_{N}(n)\langle n\rangle$ for $N>0$.
2.3. Local well-posedness. Acting with $I$-operator on both sides of (2.10), (2.11) gives
(2.26) $\left(I_{N} v\right)_{t}-\left(I_{N} v\right)_{t x x}-\left(I_{N} v\right)_{x x}+I_{N}\left(v v_{x}\right)+I_{N}(Q v)_{x}=I_{N} P_{N_{1}}\left(f-Q Q_{x}\right)$,

$$
\begin{equation*}
I_{N} v(0, x)=I_{N}\left(u_{0}(x)-Q\right) . \tag{2.27}
\end{equation*}
$$

Equation (2.26) is equivalent to

$$
\begin{align*}
\left(I_{N} v\right)_{t}+A\left(I_{N} v\right)+\left(1-\partial_{x}^{2}\right)^{-1} I_{N}\left(v v_{x}\right) & +\left(1-\partial_{x}^{2}\right)^{-1} I_{N}(Q v)_{x}  \tag{2.28}\\
& =\left(1-\partial_{x}^{2}\right)^{-1} I_{N} P_{N_{1}}\left(f-Q Q_{x}\right),
\end{align*}
$$

where $A=-\partial_{x}^{2}\left(1-\partial_{x}^{2}\right)^{-1}$. Since $A$ is a non-negative operator on $L^{2}(\mathbb{T})$, we have for every $t>0$

$$
\begin{equation*}
\left\|e^{-t A}\right\|_{H^{1}, H^{1}}=\left\|e^{-t A}\right\|_{L^{2}, L^{2}} \leq 1 \tag{2.29}
\end{equation*}
$$

Using the Duhamel principle, we write (2.28) as

$$
\begin{align*}
I_{N} v(t) & =e^{-A t} I_{N} v(0)  \tag{2.30}\\
& +\int_{0}^{t} e^{-A(t-\tau)}\left(1-\partial_{x}^{2}\right)^{-1} I_{N}\left(P_{N_{1}}\left(f-Q Q_{x}\right)-(Q v)_{x}-v v_{x}\right) d \tau .
\end{align*}
$$

Equation (2.30) can be regarded as an equation of $I_{N} v$. We define the operator $\Gamma_{2}: L^{\infty}\left(0, T ; H^{1}(\mathbb{T})\right) \rightarrow L^{\infty}\left(0, T ; H^{1}(\mathbb{T})\right)$ by
$\Gamma_{2} I_{N} v=e^{-A t} I_{N} v(0)+\int_{0}^{t} e^{-A(t-\tau)}\left(1-\partial_{x}^{2}\right)^{-1} I_{N}\left(P_{N_{1}}\left(f-Q Q_{x}\right)-(Q v)_{x}-v v_{x}\right) d \tau$.
We shall show that $\Gamma_{2}$ has a fixed point in the set

$$
\mathscr{B}_{2}=\left\{I_{N} v \in H^{1}: \sup _{0 \leq t \leq \delta}\left\|I_{N} v(t)\right\|_{H^{1}} \leq 2\left(\left\|I_{N} v(0)\right\|_{H^{1}}+\|f\|_{H^{s-2, p}}\right)\right\} .
$$

In fact, thanks to (2.29), we have

$$
\begin{equation*}
\left\|e^{-A t} I_{N} v(0)\right\|_{H^{1}} \leq\left\|I_{N} v(0)\right\|_{H^{1}} \tag{2.31}
\end{equation*}
$$

and by (2.13)
(2.32) $\sup _{0 \leq t \leq \delta}\left\|\int_{0}^{t} e^{-A(t-\tau)}\left(1-\partial_{x}^{2}\right)^{-1} I_{N} P_{N_{1}}\left(f-Q Q_{x}\right) d \tau\right\|_{H^{1}} \leq C_{1} \delta\|f\|_{H^{s-2, p}}$, where $C_{1}$ depends on $N_{1}$. Moreover, it follows from Lemma 2.3 that

$$
\begin{align*}
\sup _{0 \leq t \leq \delta} \| \int_{0}^{t} e^{-A(t-\tau)}\left(1-\partial_{x}^{2}\right)^{-1} I_{N}(Q v)_{x} d \tau &  \tag{2.33}\\
& \leq C_{H^{1}} \delta\|Q\|_{H^{s, p}} \sup _{0 \leq t \leq \delta}\left\|I_{N} v\right\|_{H^{1}}
\end{align*}
$$

Similarly, by Corollary 2.4

$$
\begin{equation*}
\left\|\int_{0}^{t} e^{-A(t-\tau)}\left(1-\partial_{x}^{2}\right)^{-1} I_{N}\left(v v_{x}\right) d \tau\right\|_{H^{1}} \leq C_{2} \delta \sup _{0 \leq t \leq \delta}\left\|I_{N} v\right\|_{H^{1}}^{2} . \tag{2.34}
\end{equation*}
$$

If we choose $C_{3}=\max \left\{C_{1}, C_{2}\right\}$, then it follows from (2.31)-(2.34) that

$$
\begin{align*}
& \sup _{0 \leq t \leq \delta}\left\|\Gamma_{2} I_{N} v\right\|_{H^{1}} \leq\left\|I_{N} v(0)\right\|_{H^{1}}  \tag{2.35}\\
& +C_{3} \delta\left(2\|Q\|_{H^{s, p}}\left(\left\|I_{N} v(0)\right\|_{H^{1}}+\|f\|_{H^{s-2, p}}\right)+\|f\|_{H^{s-2, p}}\right) \\
& +4 C_{3} \delta\left(\left\|I_{N} v(0)\right\|_{H^{1}}+\|f\|_{H^{s-2, p}}\right)^{2},
\end{align*}
$$

for $I_{N} v \in \mathscr{B}_{2}$. Choose first $N_{1}$ such that $\|Q\|_{H^{s, p}} \leq \varepsilon_{0} \leq 1$ in (2.12) and then $\delta \in(0,1)$ such that

$$
4 C_{3} \delta\left(\left\|I_{N} v(0)\right\|_{H^{1}}+\|f\|_{H^{s-2, p}}+1\right) \leq 1 / 2,
$$

we find

$$
\sup _{0 \leq t \leq \delta}\left\|\Gamma_{2} I_{N} v\right\|_{H^{1}} \leq 2\left(\left\|I_{N} v(0)\right\|_{H^{1}}+\|f\|_{H^{s-2, p}}\right)
$$

This proves that $\Gamma_{2}$ maps $\mathscr{B}_{2}$ into $\mathscr{B}_{2}$. Similarly, with the same choice of $\delta$, we have for $I_{N} v_{1}, I_{N} v_{2} \in \mathscr{B}_{2}$,

$$
\sup _{0 \leq t \leq \delta}\left\|\Gamma_{2} I_{N} v_{1}-\Gamma_{2} I_{N} v_{1}\right\|_{H^{1}} \leq \sup _{0 \leq t \leq \delta} \frac{1}{2}\left\|I_{N} v_{1}-I_{N} v_{2}\right\|_{H^{1}}
$$

Thus, we have proved the following result.
Proposition 2.5. Let $f \in \dot{H}^{s-2}(\mathbb{T})$ and $u_{0} \in \dot{H}^{s}(\mathbb{T}), 0 \leq s \leq 1$. Then there is a unique solution of (2.26)-(2.27), such that $I_{N} v \in L^{\infty}\left(0, \delta ; \dot{H}^{1}(\mathbb{T})\right)$ and

$$
\sup _{0 \leq t \leq \delta}\left\|I_{N} v(t)\right\|_{H^{1}} \leq 2\left(\left\|I_{N} v(0)\right\|_{H^{1}}+\|f\|_{H^{s-2, p}}\right),
$$

where the life span $\delta$ satisfies

$$
\delta \sim \frac{1}{8 C_{3}\left(\left\|I_{N} v(0)\right\|_{H^{1}}+\|f\|_{H^{s-2, p}}+1\right)}
$$

In order to prove Theorem 1.1, we need the following lemma.
Lemma 2.6. Let $s \in \mathbb{R}$ and $1<p<\infty$. Then the operator $-A=\partial_{x}^{2}\left(1-\partial_{x}^{2}\right)^{-1}$ generates a $C_{0}$ semigroup in $\dot{H}^{s, p}(\mathbb{T})$. Moreover, there exists $\lambda>0$ such that

$$
\begin{equation*}
\left\|e^{-A t}\right\|_{\dot{H}^{s, p}, \dot{H}^{s, p}} \lesssim e^{-\lambda t}, \quad t>0 \tag{2.36}
\end{equation*}
$$

Proof. Since $A$ is a bounded operator on $H^{s, p}$, the first statement follows directly. To prove estimate (2.36), note that $\left(1-\partial_{x}^{2}\right)^{s / 2}$ commutes with $e^{-A t}$, it suffices to show that

$$
\begin{equation*}
\left\|e^{-A t}\right\|_{\dot{L}^{p}(\mathbb{T}), \dot{L}^{p}(\mathbb{T})} \lesssim e^{-\lambda t}, \quad t>0 \tag{2.37}
\end{equation*}
$$

Thanks to the transference of multipliers, see e.g. [15, Theorem 3.6.7, p. 224], (2.37) follows from

$$
\begin{equation*}
\left\|\chi(D) e^{-A t}\right\|_{L^{p}(\mathbb{R}), L^{p}(\mathbb{R})} \lesssim e^{-\lambda t}, \quad t>0 \tag{2.38}
\end{equation*}
$$

where $\chi(D) e^{-A t}$ is a Fourier multiplier defined by

$$
\chi(D) e^{-A t} \varphi=\mathscr{F}^{-1}\left(\chi(\xi) e^{-t \xi^{2}\left(1+\xi^{2}\right)^{-1}} \widehat{\varphi}(\xi)\right)
$$

and $\chi$ is a smooth function such that $\chi=0$ near $\xi=0$ and $\chi=1$ for $|\xi| \geq 1$. By some elementary calculations, there exists a constant $\lambda>0$ such that

$$
\left|\partial_{\xi}^{\alpha} \chi(\xi) e^{-t \xi^{2}\left(1+\xi^{2}\right)^{-1}}\right| \lesssim e^{-\lambda t}\langle\xi\rangle^{-\alpha}
$$

for $\alpha=0$ and 1. Thus, using the Hörmander-Mihlin multiplier theorem, see e.g. [15, Theorem 5.2.7, p.367], we obtain (2.38).

Proof of Theorem 1.1. Make the decomposition $u(t)=v(t)+Q$, where $Q$ is the solution given by Proposition 2.2 and $v$ is the solution of (2.10)-(2.11). Since $Q$ is bounded in $H^{s, p}$ and has zero mean, the desired conclusion follows if one can show that, there exists a unique solution $v \in C\left([0, T] ; \dot{H}^{s, p}(\mathbb{T})\right)$ of (2.10)-(2.11), and the map $v(0) \mapsto v(t)$ is continuous in $H^{s, p}(\mathbb{T})$. We divide the proof into three steps.

Step 1. Existence. According to Proposition 2.5, problem (2.10)-(2.11) has a unique solution $v$ such that

$$
\sup _{0 \leq t \leq \delta}\left\|I_{N} v(t)\right\|_{H^{1}} \leq 2\left(\left\|I_{N} v(0)\right\|_{H^{1}}+\|f\|_{H^{s-2, p}}\right) .
$$

Note that, for every $N>0$ fixed, $\|v\|_{H^{s}} \leq\left\|I_{N} v\right\|_{H^{1}} \leq N^{1-s}\|v\|_{H^{s}}$, we have

$$
\begin{equation*}
\sup _{0 \leq t \leq \delta}\|v(t)\|_{H^{s}} \leq 2\left(N^{1-s}\|v(0)\|_{H^{1}}+\|f\|_{H^{s-2, p}}\right)<\infty . \tag{2.39}
\end{equation*}
$$

Using the Duhamel principle (see (2.30)), we have for $t<\delta$
(2.40) $v(t)=e^{-A t} v(0)+\int_{0}^{t} e^{-A(t-\tau)}\left(1-\partial_{x}^{2}\right)^{-1}\left(P_{N_{1}}\left(f-Q Q_{x}\right)-(Q v)_{x}-v v_{x}\right) d \tau$.

Thanks to the estimates (2.36) of semigroup and Lemma 2.1, we find

$$
\begin{array}{r}
\|v(t)\|_{H^{s, p}} \lesssim e^{-\lambda t}\|v(0)\|_{H^{s, p}}+\int_{0}^{t} e^{-\lambda(t-\tau)}\left(\left\|P_{N_{1}} f\right\|_{H^{s, p}}+\|Q\|_{H^{s, p}}^{2}\right) d \tau  \tag{2.41}\\
+\int_{0}^{t} e^{-\lambda(t-\tau)}\left(\|Q\|_{H^{s, p}}\|v(\tau)\|_{H^{s}}+\|v(\tau)\|_{H^{s}}^{2}\right) d \tau
\end{array}
$$

In light of (2.39) and (2.12), we have

$$
\begin{equation*}
\sup _{0 \leq t \leq \delta}\|v(t)\|_{H^{s, p}}<\infty \tag{2.42}
\end{equation*}
$$

Taking $T=\delta$, note that $v$ has zero mean, implies the existence.
Step 2. Continuity with respect to time $t$. Rewrite (2.10) as

$$
\begin{align*}
v_{t}+A v+\left(1-\partial_{x}^{2}\right)^{-1}\left(v v_{x}\right)+\left(1-\partial_{x}^{2}\right)^{-1}(Q v)_{x} &  \tag{2.43}\\
& =\left(1-\partial_{x}^{2}\right)^{-1} P_{N_{1}}\left(f-Q Q_{x}\right)
\end{align*}
$$

where $A=-\partial_{x}^{2}\left(1-\partial_{x}^{2}\right)^{-1}$. Combining (2.42) and Lemma 2.1 implies that

$$
\sup _{0 \leq t \leq \delta}\left\|\left(1-\partial_{x}^{2}\right)^{-1}\left(v v_{x}\right)+\left(1-\partial_{x}^{2}\right)^{-1}(Q v)_{x}\right\|_{H^{s, p}}<\infty
$$

Moreover, it is easy to see that $A v$ and $\left(1-\partial_{x}^{2}\right)^{-1} P_{N_{1}}\left(f-Q Q_{x}\right)$ are bounded in $L^{\infty}\left(0, \delta ; H^{s, p}\right)$. Thus, we obtain

$$
\sup _{0 \leq t \leq \delta}\left\|v_{t}\right\|_{H^{s, p}}<\infty
$$

According to the Lions interpolation theorem, we find $v \in C\left([0, T] ; H^{s, p}\right)$.

Step 3. Continuity with respect to initial data. Let $\bar{v}(t)$ be the solution of (2.40) with initial data $\bar{v}(0) \in H^{s, p}$. Then

$$
\begin{aligned}
v(t)-\bar{v}(t)=e^{-A t} & (v(0)-\bar{v}(0)) \\
& +\int_{0}^{t} e^{-A(t-\tau)}\left(Q(v(\tau)-\bar{v}(\tau))+\frac{v+\bar{v}}{2}(v(\tau)-\bar{v}(\tau))\right) d \tau
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\|v(t)-\bar{v}(t)\|_{H^{s, p}} \lesssim e^{-\lambda t} \| v(0)- & \bar{v}(0) \|_{H^{s, p}} \\
& +C(Q, v, \bar{v}) \int_{0}^{t} e^{-\lambda(t-\tau)}\|v(\tau)-\bar{v}(\tau)\|_{H^{s, p}} d \tau
\end{aligned}
$$

where $C(Q, v, \bar{v})=\|Q\|_{H^{s, p}}+\sup _{0 \leq t \leq T}\left(\|v\|_{H^{s, p}}+\|\bar{v}\|_{H^{s, p}}\right)$. Then an application of Gronwall lemma implies that

$$
\|v(t)-\bar{v}(t)\|_{H^{s, p}} \lesssim e^{C(Q, v, \bar{v}) t}\|v(0)-\bar{v}(0)\|_{H^{s, p}}
$$

This gives the continuity with respect to initial data.

## 3. The global attractor

3.1. Uniform bounds. To obtain global bounds of $v$, we multiply $I_{N} v$ on both sides of (2.26), and integrate over $\mathbb{T}$

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\|I_{N} v\right\|_{H^{1}}^{2}+\left\|I_{N} v_{x}\right\|^{2}+\left(I_{N}\left(v v_{x}\right), I_{N} v\right) & +\left(I_{N}(Q v)_{x}, I_{N} v\right)  \tag{3.1}\\
& =\left(I_{N} P_{N_{1}}\left(f-Q Q_{x}\right), I_{N} v\right)
\end{align*}
$$

It is easy to see that $\int_{\mathbb{T}} I_{N} v d x=0$. Then by the Poincaré inequality (2.2),

$$
\begin{equation*}
\left\|I_{N} v_{x}\right\|^{2} \geq \frac{1}{2}\left\|I_{N} v\right\|_{H^{1}}^{2} \tag{3.2}
\end{equation*}
$$

Moreover, recall that (see [30])

$$
\begin{equation*}
\left|\left(I_{N}\left(v v_{x}\right), I_{N} v\right)\right| \lesssim N^{-3 / 2+}\left\|I_{N} v\right\|_{H^{1}}^{3} . \tag{3.3}
\end{equation*}
$$

Here and in what follows, we denote by $s+$ that a constant equals $s$ plus a small enough number. Furthermore, using integration by parts and Cauchy's inequality, we find

$$
\begin{align*}
\left|\left(I_{N}(Q v)_{x}, I_{N} v\right)\right| & =\left|\left(I_{N}(Q v), I_{N} v_{x}\right)\right|  \tag{3.4}\\
& \leq\left\|I_{N}(Q v)\right\|_{L^{2}}\left\|I_{N} v_{x}\right\|_{L^{2}} \leq\|Q v\|_{L^{2}}\left\|I_{N} v\right\|_{H^{1}}
\end{align*}
$$

Thanks to the Hölder inequality, we have

$$
\begin{equation*}
\|Q v\|_{L^{2}} \leq\|Q\|_{L^{r}}\|v\|_{L^{q}} \tag{3.5}
\end{equation*}
$$

where $1 / 2=1 / r+1 / q$. By the Sobolev embedding, the inequalities

$$
\begin{equation*}
\|Q\|_{L^{r}} \lesssim\|Q\|_{H^{s, p}} \quad \text { and } \quad\|v\|_{L^{q}} \lesssim\|v\|_{H^{s}} \tag{3.6}
\end{equation*}
$$

hold for $s$ satisfying

$$
\frac{1}{r} \geq \frac{1}{p}-s, \quad \frac{1}{q} \geq \frac{1}{2}-s
$$

Thus, we can choose proper $q, r$ such that (3.5)-(3.6) hold if

$$
\frac{1}{2}=\frac{1}{r}+\frac{1}{q} \geq \frac{1}{2}+\frac{1}{p}-2 s
$$

This is always possible if $s \geq 1 /(2 p)$. Then (3.4) becomes

$$
\begin{align*}
\left|\left(I_{N}(Q v)_{x}, I_{N} v\right)\right| & \leq C\|Q\|_{H^{s, p}}\|v\|_{H^{s}}\left\|I_{N} v\right\|_{H^{1}}  \tag{3.7}\\
& \leq C\|Q\|_{H^{s, p}}\left\|I_{N} v\right\|_{H^{1}}^{2} \leq \frac{1}{8}\left\|I_{N} v\right\|_{H^{1}}^{2}
\end{align*}
$$

where the last step is possible if we choose $N_{1}$ large enough such that $C\|Q\|_{H^{s, p}} \leq$ $1 / 8$, which holds if $\varepsilon_{0} \leq 1 /(8 C)$ in (2.12). Finally, by Cauchy's inequality and

$$
\begin{align*}
\left|\left(I_{N} P_{N_{1}}\left(f-Q Q_{x}\right), I_{N} v\right)\right| & \leq\left\|I_{N} P_{N_{1}}\left(f-Q Q_{x}\right)\right\|_{L^{2}}\left\|I_{N} v\right\|_{L^{2}}  \tag{3.8}\\
& \leq C\|f\|_{H^{s-2, p}}^{2}+\frac{1}{8}\left\|I_{N} v\right\|_{H^{1}}^{2} .
\end{align*}
$$

Putting (3.2), (3.3), (3.7) and (3.8) into (3.1), we arrive at

$$
\begin{equation*}
\frac{d}{d t}\left\|I_{N} v\right\|_{H^{1}}^{2}+\frac{1}{2}\left\|I_{N} v\right\|_{H^{1}}^{2} \leq C N^{-3 / 2+}\left\|I_{N} v\right\|_{H^{1}}^{3}+C\|f\|_{H^{s-2, p}}^{2} \tag{3.9}
\end{equation*}
$$

Applying the Gronwall lemma to $(3.9)$ over $(0, \delta)$ gives

$$
\begin{align*}
\left\|I_{N} v(\delta)\right\|_{H^{1}}^{2} \leq & e^{-\delta / 4}\left\|I_{N} v(0)\right\|_{H^{1}}^{2}+C \int_{0}^{\delta} e^{-\tau / 4}\|f\|_{H^{s-2, p}}^{2} d \tau  \tag{3.10}\\
& +\int_{0}^{\delta} e^{-(\delta-\tau) / 4}\left(C N^{-3 / 2+}\left\|I_{N} v\right\|_{H^{1}}-\frac{1}{4}\right)\left\|I_{N} v\right\|_{H^{1}}^{2}
\end{align*}
$$

The integral on right hand side of (3.10) is negative, in view of the estimates of $\left\|I_{N} v\right\|_{H^{1}}$ in Proposition 2.5, if

$$
2 C N^{-3 / 2+}\left(\left\|I_{N} v(0)\right\|_{H^{1}}+\|f\|_{H^{s-2, p}}\right) \leq \frac{1}{2}
$$

This is always possible, since $\left\|I_{N} v(0)\right\|_{H^{1}} \leq N^{1-s}\|v(0)\|_{H^{s}}$, if

$$
N \sim C\left(\|v(0)\|_{H^{s}}+\|f\|_{H^{s-2, p}}+1\right)^{2+}
$$

Then

$$
\begin{equation*}
\left\|I_{N} v(\delta)\right\|_{H^{1}}^{2} \leq e^{-\delta / 4}\left\|I_{N} v(0)\right\|_{H^{1}}^{2}+C\|f\|_{H^{s-2, p}}^{2} \tag{3.11}
\end{equation*}
$$

In light of (3.11), we can take $I_{N} w(\delta)$ as a new data, to obtain a solution on $[\delta, 2 \delta]$. Repeat this process, we obtain for all $n \geq 1$

$$
\begin{equation*}
\left\|I_{N} v(n \delta)\right\|_{H^{1}}^{2} \leq e^{-\delta / 4}\left\|I_{N} v((n-1) \delta)\right\|_{H^{1}}^{2}+C\|f\|_{H^{s-2, p}}^{2} \tag{3.12}
\end{equation*}
$$

It follows from (3.12) that

$$
\left\|I_{N} v(n \delta)\right\|_{H^{1}}^{2} \leq e^{-n \delta / 4}\left\|I_{N} v(0)\right\|_{H^{1}}^{2}+\sum_{j=0}^{n-1} C e^{-j \delta / 4}\|f\|_{H^{s-2, p}}^{2}
$$

Thus, for any $t>0$,

$$
\begin{align*}
&\|v(t)\|_{H^{s}}^{2} \leq\left\|I_{N} v(t)\right\|_{H^{1}}^{2} \lesssim e^{-t / 4}\left\|I_{N} v(0)\right\|_{H^{1}}^{2}+C\|f\|_{H^{s-2, p}}^{2}  \tag{3.13}\\
& \lesssim e^{-t / 4}\left(\|v(0)\|_{H^{s}}+\|f\|_{H^{s-2, p}}+1\right)^{2(1-s)+}\|v(0)\|_{H^{s}}^{2}+C\|f\|_{H^{s-2, p}}^{2} .
\end{align*}
$$

Let $B$ be a bounded set in $H^{s, p}, u_{0} \in B$. Note that $v(0)=u_{0}-Q$ is also bounded in $H^{s, p}$. It follows from (3.13) that there exists $T=T(B)$ such that

$$
\|v(t)\|_{H^{s}} \leq C\|f\|_{H^{s-2, p}}, \quad t \geq T
$$

Combining the bound, (2.41) and (2.12), we have for $t \geq T$

$$
\|v(t)\|_{H^{s, p}} \leq C\left(\|f\|_{H^{s-2, p}}+\|f\|_{H^{s-2, p}}^{2}\right) .
$$

Note that $u=v+Q$ and $\|Q\|_{H^{s, p}} \leq\|f\|_{H^{s-2, p}}$, for $t \geq T$ we obtain

$$
\|u(t)\|_{H^{s, p}} \leq C\left(\|f\|_{H^{s-2, p}}+\|f\|_{H^{s-2, p}}^{2}\right) .
$$

Thus, we have proved the following result.
THEOREM 3.1. Assume that $u_{0} \in \dot{H}^{s, p}(\mathbb{T}), f \in \dot{H}^{s-2, p}(\mathbb{T}), 2 \leq p<\infty$, $1 /(2 p) \leq s<1$. Then problem (1.1)-(1.2) is global well-posed in $\dot{H}^{s, p}(\mathbb{T})$. Moreover, there is a bounded absorbing set in $\dot{H}^{s, p}(\mathbb{T})$ given by

$$
\mathcal{B}=\left\{u \in L^{2}(\mathbb{T}):\|u\|_{H^{s, p}} \leq C\left(\|f\|_{H^{s-2, p}}+\|f\|_{H^{s-2, p}}^{2}\right)\right\} .
$$

Remark 3.2. Compared with the local existence (Theorem 1.1), we need an additional assumption $s \geq 1 /(2 p)$ in Theorem 3.1. This assumption is used to deal with the term $Q v$, where the regularity of $Q$ is not good enough for smaller $s$. The difficulty is of course caused by the distribution force $f \in \dot{H}^{s-2, p}$. Whether Theorem 3.1 holds for $0 \leq s<1 /(2 p)$ is open.
3.2. The asymptotic compactness of solution semigroup. We review the definition of the Kuratowski measure of non-compactness. Let $X$ be a Banach space and $A$ be a bounded subset of $X$. The Kuratowski measure of noncompactness $\kappa(A)$ is defined by

$$
\kappa(A)=\inf \{\delta>0: A \text { has a finite open cover of sets of diameter }<\delta\} .
$$

It is obvious that Kuratowski measure $\kappa(A)$ depends on the metric of $X$. Sometimes we shall write $\kappa_{X}(A)$ instead, to emphasis the metric used, in the following. Some important properties of $\kappa(A)$ are summarized as follows, see e.g. [16] for a proof.

Lemma 3.3. $\kappa(A)$ satisfies the following properties:
(a) $\kappa(A)=0$ if and only if $\bar{A}$ is compact, where $\bar{A}$ is the closure of $A$,
(b) $\kappa(A) \leq d(A), d(A)$ denotes the diameter of $A$,
(c) $\kappa(A+B) \leq \kappa(A)+\kappa(B)$ for any $A, B \subset X$.

For the convenience of the reader, we recall the following criterion of the existence of a global attractor, see e.g. [23].

Proposition 3.4. Let $X$ be a Banach space and $\{S(t)\}_{t \geq 0}$ be a continuous semigroup on $X$. Then $\{S(t)\}_{t \geq 0}$ has a global attractor in $X$ provided that the following conditions hold:
(a) $\{S(t)\}_{t \geq 0}$ has a bounded absorbing set in $X$,
(b) for any bounded subset $B$ of $X$, we have $\kappa_{X}(S(t) B) \rightarrow 0$, as $t \rightarrow \infty$.

We shall need the following bilinear estimates (compared with Lemma 2.1).
Lemma 3.5. Let $2 \leq p<\infty$. If $1 /(2 p) \leq s \leq 1$, then

$$
\left\|\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}(u v)\right\|_{H^{s+\sigma, p}} \lesssim\|u\|_{H^{s, p}}\|v\|_{H^{s, p}},
$$

where $\sigma>0$ is given by

$$
\sigma= \begin{cases}1-s & \text { if } \frac{1}{2 p} \leq s<1 \\ 1-\frac{1}{p} & \text { if } s=1\end{cases}
$$

Proof. In the case $1 /(2 p) \leq s<1$, thanks to the Sobolev embedding $H^{s, p} \hookrightarrow L^{2 p}$, it suffices to show

$$
\left\|\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}(u v)\right\|_{H^{1, p}} \lesssim\|u\|_{L^{2 p}}\|v\|_{L^{2 p}}
$$

Using the fact that $\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1 / 2}$ is bounded in $L^{p}$, the Hölder inequality, we find

$$
\left\|\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}(u v)\right\|_{H^{1, p}} \lesssim\left\|\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1 / 2}(u v)\right\|_{L^{p}} \lesssim\|u v\|_{L^{p}} \lesssim\|u\|_{L^{2 p}}\|v\|_{L^{2 p}}
$$

In the case $s=1$, using the Leibniz rule $\nabla(u v)=\nabla u v+u \nabla v$, we only need to show that

$$
\left\|\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}(\nabla u v)\right\|_{H^{\sigma, p}} \lesssim\|u\|_{H^{1, p}}\|v\|_{H^{1, p}} .
$$

The inequality follows if one can show that

$$
\begin{equation*}
\left\|\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1 / 2}\left(1-\partial_{x}^{2}\right)^{(-1+\sigma) / 2}(\nabla u v)\right\|_{L^{p}} \lesssim\|u\|_{H^{1, p}}\|v\|_{H^{1, p}} . \tag{3.14}
\end{equation*}
$$

In fact, since $\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1 / 2}$ is bounded in $L^{p}$ and $\left(1-\partial_{x}^{2}\right)^{(-1+\sigma) / 2}$ is bounded from $L^{p / 2}$ to $L^{p}$, we have

$$
\text { LHS }(3.14) \lesssim\|\nabla u v\|_{L^{p / 2}} \lesssim\|\nabla u\|_{L^{p}}\|v\|_{L^{p}},
$$

which gives (3.14) directly.

Let $B$ be a bounded set in $H^{s, p}$ and $u_{0} \in B$. Let $S(t)$ be the solution semigroup of (1.1)-(1.2), namely $S(t): u_{0} \mapsto u(t)$. Denote the set

$$
S(t) B=\left\{u(t)=S(t) u_{0}: u_{0} \in B\right\} .
$$

Lemma 3.6. Assume that $2 \leq p<\infty$ and $1 /(2 p) \leq s \leq 1$. Then $S(t)$ is asymptotic compact in $H^{s, p}$, namely

$$
\lim _{t \rightarrow \infty} \kappa_{H^{s, p}}(S(t) B)=0
$$

Proof. Thanks to Theorem 3.1, we known that problem (1.1)-(1.2) has a bounded absorbing set $\mathcal{B}$ in $H^{s, p}$. Thus it suffices to show

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \kappa_{H^{s, p}}(S(t) \mathcal{B})=0 \tag{3.15}
\end{equation*}
$$

Since $u(t)=v(t)+Q$ and the non-compact measure of single point $\kappa(Q)=0$, it follows from (c) of Lemma 3.3 that

$$
\kappa_{H^{s, p}}(S(t) B)=\kappa_{H^{s, p}}\left(v(t): u_{0} \in \mathcal{B}\right) .
$$

According to (2.40), we have the decomposition $\left\{v(t): u_{0} \in \mathcal{B}\right\}=\mathcal{K}_{1}+\mathcal{K}_{2}$, where

$$
\begin{aligned}
\mathcal{K}_{1} & =\left\{e^{-A t}\left(u_{0}-Q\right): u_{0} \in \mathcal{B}\right\}, \\
\mathcal{K}_{2} & =\left\{\int_{0}^{t} e^{-A(t-\tau)}\left(1-\partial_{x}^{2}\right)^{-1}\left(P_{N_{1}}\left(f-Q Q_{x}\right)-(Q v)_{x}-v v_{x}\right) d \tau: u_{0} \in \mathcal{B}\right\} .
\end{aligned}
$$

According to Lemma 2.6, we known that $e^{-A t}$ is a $C_{0}$ semigroup in $H^{s, p}$ with exponential decay. Then it follows from (a) of Lemma 3.3 that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \kappa_{H^{s, p}}\left(\mathcal{K}_{1}\right)=0 \tag{3.16}
\end{equation*}
$$

Moreover, thanks to Theorem 3.1, $\|v(t)\|_{H^{s, p}} \leq C$ for $t \geq T(\mathcal{B})$. Combining this fact and Lemma 3.5, for all $t \geq T(\mathcal{B})$ we have

$$
\begin{aligned}
\| \int_{0}^{t} e^{-A(t-\tau)}\left(1-\partial_{x}^{2}\right)^{-1} & \left((Q v)_{x}+v v_{x}\right) d \tau
\end{aligned} \|_{H^{s+\sigma, p}} .
$$

Moreover, thanks to (2.13),

$$
\begin{aligned}
\| \int_{0}^{t} e^{-A(t-\tau)} & \left(1-\partial_{x}^{2}\right)^{-1} P_{N_{1}}\left(f-Q Q_{x}\right) d \tau \|_{H^{s+\sigma, p}} \\
& \lesssim\left\|\int_{0}^{t} e^{-A(t-\tau)}\left(1-\partial_{x}^{2}\right)^{-1} P_{N_{1}}\left(f-Q Q_{x}\right) d \tau\right\|_{H^{s+\sigma+1}} \\
& \lesssim \int_{0}^{t} e^{-\lambda(t-\tau)}\left\|P_{N_{1}}\left(f-Q Q_{x}\right)\right\|_{H^{s+\sigma+1}} d \tau \\
& \lesssim\left(1+N_{1}^{2}\right)^{1+(s+\sigma+1) / 2}\|f\|_{H^{s-2, p}}
\end{aligned}
$$

Since $\sigma>0$, the Sobolev embedding $H^{s+\sigma, p} \hookrightarrow H^{s, p}$ is compact. Thus $\mathcal{K}_{2}$ is compact in $H^{s, p}$. Then, for all $t>0$,

$$
\begin{equation*}
\kappa_{H^{s, p}}\left(\mathcal{K}_{2}\right)=0 . \tag{3.17}
\end{equation*}
$$

Using (c) of Lemma 3.3 again, it follows from (3.16)-(3.17) that (3.15) holds.
Proof of Theorem 1.2. This is a direct consequence of Theorem 3.1, Lemma 3.6 and Proposition 3.4.

## References

[1] J. Arrieta, A.N. Carvalho and J.K. Hale, A damped hyperbolic equation with critical exponent, Commun. Partial Differential Equations 17 (1992), 841-866.
[2] J.M. Arrieta, J.W. Cholewa, T. Dlotko, A. Rodríguez-Bernal, Asymptotic behavior and attractors for reaction diffusion equations in unbounded domains, Nonlinear Anal. Theor. 56 (2004), 515-554.
[3] J. Avrin, The generalized Benjamin-Bona-Mahony equation in $R^{n}$ with singular initial data, Nonlinear Anal. 11 (1987), 139-147.
[4] J. Avrin and J.A. Goldstein, Global existence for the Benjamin-Bona-Mahony equation in arbitrary dimensions, Nonlinear Anal. 9 (1985), 861-865.
[5] T. Benjamin, J. Bona and J. Mahony, Model equations for long waves in nonlinear dispersive systems, Philos. Trans. Roy. Soc. London Ser. B 272 (1972), 47-78.
[6] J.L. Bona and V.A. Dougalis, An initial-and boundary-value problem for a model equation for propagation of long waves, J. Math. Anal. Appl. 75 (1980), 503-522.
[7] J.L. Bona and N. Tzvetkov, Sharp well-posedness results for the BBM equation, Discrete Contin. Dyn. Syst. 23 (2009), 1241-1252.
[8] A.N. Carvalho and J.W. Cholewa, Strongly damped wave equations in $W^{1, p}$, Dyn. Syst. (2007), 230-239.
[9] A. Celebi, V.K. Kalantarov and M. Polat, Attractors for the generalized Benjamin-Bona-Mahony equation, J. Differential Equations 157 (1999), 439-451.
[10] Y. Chen, Remark on the global existence for the generalized Benjamin-Bona-Mahony equations in arbitrary dimension, Appl. Anal. 30 (1988), 1-15.
[11] V.V. Chepyzhov, A.A. Ilyin and S.V. Zelik, Strong trajectory and global $W^{1, p}$-attractors for the damped-driven Euler system in $R^{2}$, Discrete Contin. Dyn. Syst. Ser. B 22 (2017), 1835-1855.
[12] I. Chueshov, M. Polat and S. Siegmund, Gevrey regularity of global attractor for generalized Benjamin-Bona-Mahony equation, Mat. Fiz. Anal. Geom. 11 (2004), 226-242.
[13] J. Colliander, M. Keel, G. Staffilani, H.Takaoka and T. Tao, Sharp global wellposedness for $K d V$ and modified $K d V$ on $R$ and $T$, J. Amer. Math. Soc. 16 (2003), 705-749.
[14] F. Dell'Oro, Y. Mammeria and V. Pata, The Benjamin-Bona-Mahony equation with dissipative memory, NoDEA Nonlinear Differential Equations Appl. 4 (2015), 899-910.
[15] L. Grafakos, Classical Fourier Analysis, Vol. 2, Springer, New York, 2008.
[16] J. Hale, Asmptotic Behavior of Dissipative Systems, American Mathematical Society, Providence, RI, 1988.
[17] V. Kalantarov, A. Savostianov and S. Zelik, Attractors for damped quintic wave equations in bounded domains, Ann. Henri Poincaré 17 (2016), 2555-2584.
[18] C. Liu and F. Meng, Global well-posedness and attractor for damped wave equation with sup-cubic nonlinearity and lower regular forcing on $\mathbb{R}^{3}$, Topol. Methods Nonlinear Anal. 49 (2017), 551-563.
[19] M. Mei, Large-time behavior of solution for generalized Benjamin-Bona-MahonyBurgers equations, Nonlinear Anal. 33 (1998), 699-714.
[20] M. Mei, $L_{q}$-decay rates of solutions for Benjamin-Bona-Mahony-Burgers equations, J. Differential Equations 158 (1999), 314-340.
[21] M. Stanislavova, On the global attractor for the damped Benjamin-Bona-Mahony equation, Proceedings of the Fifth International Conference on Dynamical Systems and Differential Equations, June 16-19, 2004, Pomona, CA, USA.
[22] M. Stanislavova, A. Stefanov and B. Wang, Asymptotic smoothing and attractors for the generalized Benjamin-Bona-Mahony equation on $R^{3}$, J. Differential Equations 219 (2005), 451-483.
[23] C. Sun, M. Yang and C. Zhong, Global attractors for the wave equation with nonlinear damping, J. Differential Equations 227 (2006), 427-443.
[24] C. Sun and C. Zhong, Attractors for the semilinear reaction-diffusion equation with distribution derivatives in unbounded domains, Nonlinear Anal. Theor. 63 (2005), 49-65.
[25] B. Wang, Strong attractors for the Benjamin-Bona-Mahony equation, Appl. Math. Lett. 10 (1997), 23-28.
[26] B. Wang, Regularity of attractors for the Benjamin-Bona-Mahony equation, J. Phys. A Math. Gen. 31 (1998), 7635-7645.
[27] B. Wang, D. Fussner and C. Bi, Existence of global attractors for the Benjamin-BonaMahony equation in unbounded domains, J. Phys. A Math. Theor. 40 (2007), 1049110504.
[28] B. Wang and W. Yang, Finite dimensional behaviour for the Benjamin-Bona-Mahony equation, J. Phys. A Math. Gen. 30 (1997), 4877-4885.
[29] M. Wang, Long time dynamics for a damped Benjamin-Bona-Mahony equation in low regularity spaces, Nonlinear Anal. Theor. 105 (2014), 134-144.
[30] M. WANG, Long time behavior of a damped generalized BBM equation in low regularity spaces, Math. Method Appl. Sci. 38 (2015), 4852-4866.
[31] M. WANG, Sharp global well-posedness of the BBM equation in $L^{p}$ type Sobolev spaces, Discrete Contin. Dyn. Syst. Ser. A. 36 (2016), 5763-5788.
[32] M. Yang and C. Sun, Exponential attractors for the strongly damped wave equations, Nonlinear Anal. Real World Appl. 11 (2010), 913-919.
[33] Y. Xie, Q. Li, C. Huang et al., Attractors for the semilinear reaction-diffusion equation with distribution derivatives, J. Math. Phys. 54 (2013), 092701.
[34] C. Zhu, Global attractors for the damped Benjamin-Bona-Mahony equation on $R^{1}$, Appl. Anal. 86 (2007), 59-61.

Ming Wang and Anping Liu
School of Mathematics and Physics
China University of Geosciences
Wuhan, Hubei, 430074, P.R. CHINA
E-mail address: mwangcug@outlook.com, wh_apliu@sina.com
TMNA: Volume $51-2018-\mathrm{N}^{\mathrm{o}} 1$


[^0]:    2010 Mathematics Subject Classification. 37L30, 35Q53.
    Key words and phrases. Global attractor; Benjamin-Bona-Mahony equation; low regularity.

    The project was supported by the National Natural Science Foundation of China under grant No. 11701535, and the Natural Science Fund of Hubei Province under grant No. 2017CFB142.

[^1]:    $\left({ }^{1}\right)$ This can also be proved in a similar way as Lemma 2.6 in this paper.

