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MULTI-BUMP SOLUTIONS

FOR A CLASS OF KIRCHHOFF TYPE PROBLEMS

WITH CRITICAL GROWTH IN RN

Sihua Liang — Jihui Zhang

Abstract. Using variational methods, we establish existence of multi-

bump solutions for a class of Kirchhoff type problems

−
(

1 + b

∫
RN
|∇u|p dx

)
∆pu+ (λV (x) + Z(x))up−1 = αf(u) + up

∗−1,

where f is a continuous function, V, Z : RN → R are continuous func-
tions verifying some hypotheses. We show that if the zero set of V has
several isolated connected components Ω1, . . . ,Ωk such that the interior of

Ωi is not empty and ∂Ωi is smooth, then for λ > 0 large enough there
exists, for any non-empty subset Γ ⊂ {1, . . . , k}, a bump solution trapped

in a neighbourhood of
⋃
j∈Γ

Ωj . The results are also new for the case p = 2.
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1. Introduction

In this paper, we are concerned with the existence of multi-bump solutions

of Kirchhoff type problems

(1.1)


−
(

1 + b

∫
RN

1

p
|∇u|p dx

)
∆pu+ (λV (x) + Z(x))up−1 = αf(u) + up

∗−1,

x ∈ RN ,
u ∈W 1,p(RN ), u > 0,

where ∆pu := div(|∇u|p−2∇u) is the p-Laplacian operator, p∗ = Np/(N − p)
is the so-called Sobolev critical exponent, 2 < p < N , N ≥ 3, b is a positive

constant, λ > 0 is a real parameter and f is a continuous function, V,Z : RN → R
are continuous functions with V (x) ≥ 0 for all x ∈ RN , Ω = intV −1(0) has k

connected components denoted by Ωj , j ∈ {1, . . . , k}, V −1({0}) = Ω and ∂Ω is

smooth.

For the special case of problems (1.1), i.e. without (λV (x)+Z(x))u, problem

(1.1) reduces to the following Dirichlet problem of Kirchhoff type:

(1.2)

−
(

1 + b

∫
Ω

|∇u|2 dx
)

∆u = h(u), x ∈ Ω,

u|∂Ω = 0,

where Ω ⊂ RN is a smooth bounded domain. Such problems are often referred

to as being nonlocal because of the presence of the term
∫

Ω
|∇u|2 dx∆u which

implies that the equation in (1.2) is no longer a pointwise identity. This phe-

nomenon provokes some mathematical difficulties, which make the study of such

a class of problems particularly interesting. On the other hand, we have its

physical motivation. Indeed, this problem is a generalization of a model intro-

duced by Kirchhoff [32]. More precisely, Kirchhoff proposed a model given by

the equation

(1.3) ρ
∂2u

∂t2
−
(
ρ0

h
+

E

2L

∫ L

0

∣∣∣∣∂u∂x
∣∣∣∣2 dx)∂2u

∂x2
= 0,

where ρ, ρ0, h, E, L are constants, which extends the classical D’Alembert’s wave

equation, by considering the effects of changes in the length of strings during the

vibrations. Equation (1.2) is related to the stationary analogue of problem (1.3).

It received much attention only after Lions [33] proposed an abstract framework

to the problem. Some important and interesting results can be found, for ex-

ample, in [9], [16], [19], [20], [29], [37], [41]. In [9], Arosio and Panizzi studied

the Cauchy–Dirichlet type problem related to (1.3) in the Hadamard sense as

a special case of an abstract second-order Cauchy problem in a Hilbert space.

Ma and Rivera [37] obtained positive solutions of such problems by using varia-

tional methods. Perera and Zhang [41] obtained a nontrivial solution of (1.2) via
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the Yang index and critical group. He and Zou [29] obtained infinitely many so-

lutions by using the local minimum method and the fountain theorem. Recently,

the paper [16] considered (1.2) with concave and convex nonlinearities by using

the Nehari manifold and fibering map methods, and obtained the existence of

multiple positive solutions.

For the case p = 2 and b = 0, problem (1.1) can be rewritten as follows:

(1.4)

−∆u+ (λV (x) + Z(x))u = h(u), x ∈ RN ,
u ∈ H1(RN ), u > 0.

Different approaches have been taken to attack this problem under various hy-

potheses on the potential and the nonlinearity. For example, in the case when

the potential function λV + Z is coercive, Miyagaki [38] proved some existence

results for a positive solution to (1.4). For the case when the function λV + Z

is 1-periodic, Alves et al. [2] showed the existence of positive solutions to (1.4).

If λV + Z is radial, Alves et al. [3] also established the existence of a positive

solution to (1.4). The papers cited above proved only the existence of positive

solutions; the multiplicity of solutions was established in [10]–[12], [14], [15],

[21], [22], [27], [28], [42], [43]. In the case when nonlinearities are assumed to be

subcritical, there have been enormous investigations on problem (1.4). In [28],

by using a Lyapunov–Schmidt reduction, Floer and Weinstein established the

existence of a standing wave solutions of (1.4). Moreover they showed that u

concentrates near the given non-degenerate critical point of the potential func-

tion. Their methods and results were later generalized by Oh [40] to the higher-

dimensional case and the existence of multi-bump solutions concentrating near

several non-degenerate critical points of the potential function was obtained.

For more results, we refer to Ambrosetti, Badiale and Cingolani [7], Ambrosetti,

Malchiodi and Secchi [8], Cingolani and Lazzo [17], Cingolani and Nolasco [18],

Del Pino and Felmer [21], [22], Ding and Lin [24], Ding and Wei [25] and the

references therein.

Recently, He and Zou [30] considered the following equation:−
(
ε2a+ bε

∫
R3

|∇u|2 dx
)

∆u+ V (x)u = f(u), x ∈ R3,

u ∈ H1(R3), u > 0,

where f is a C1 and subcritical function. By using the Ljusternik–Schnirelmann

theory (see [45]) and minimax methods, the author obtained the multiplicity

of positive solutions, which concentrate on the minima of V as ε → 0. This

phenomenon of concentration is very interesting for both mathematicians and

physicists. For the nonlinearity with critical growth, Wang, Tian, Xu and Zhang

[44] obtained the multiplicity and concentration of positive solutions by using

the minimax theorems and the Lusternik–Schnirelmann theory.
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In [26], the authors studied problem (1.1) with p = 2, b = 0, Ding and

Tanaka considered problem (1.1) without the critical term and assumed that

α = 1. Supposing that Ω has k connected components, the authors showed

that, for this case, problem (1.1) has at least 2k − 1 solutions, for large enough

λ, establishing the existence of solutions called multi-bumps. The same type of

problems were considered by Alves et al. [6], [4] with critical growth respectively.

Liang and Shi [36] showed the existence of multi-bump solutions for a class of

Kirchhoff type problems by using variational methods.

In the present paper, we show the existence of multi-bump solutions to a class

of Kirchhoff type problems (1.1) for the general case p ≥ 2. We mainly follow

the idea of [26], [30]. However, here we use a different approach in some esti-

mates, because the p-Laplacian is not linear, and some properties that occur for

the 2-Laplacian (Laplacian operator), in our opinion, not necessarily hold for

the general case, p ≥ 2, therefore, a careful analysis is needed. Moreover, our

nonlinearity with critical growth and some arguments developed in [26] cannot

be applied. So, we modify the sets that appear in the minimax arguments ex-

plored in [26]. The arguments developed in this paper are variational, and our

main result completes the study made in [26], in the sense that we are working

with the p-Laplacian and a general class of nonlinearities. As we shall see in the

present paper, problem (1.1) can be viewed as a Schrödinger equation coupled

with a nonlocal term. The competing effect of the nonlocal term with the criti-

cal nonlinearity and the lack of compactness of the embedding of W 1,p(RN ) into

the space Lp
∗
(RN ) prevent us from using the variational methods in a standard

way. Some new estimates for such Kirchhoff equation involving Palais–Smale

sequences, which are key points to apply this kind of theory, should be reestab-

lished. The Moser iterative method [39] has to be applied trickly. Let us point

out that although the idea was used before for other problems, the adaptation to

the procedure for our problem is not trivial, due to the appearance of the nonlocal

term we must reconsider this problem and need more delicate estimates.

We make the following assumptions on V,Z and f throughout this paper:

(V1) V ∈ C(RN ,R) satisfies V (x) ≥ 0.

(V2) The potential well Ω := intV −1(0) is a non-empty bounded open set

with smooth boundary ∂Ω and V −1(0) = Ω.

(V3) There exist two positive constants M0 and M1 such that the functions

V and Z verify

0 < M0 ≤ V (x) + Z(x) for all x ∈ RN ,(1.5)

|Z(x)| ≤M1 for all x ∈ RN .(1.6)

(V4) The set Ω consists of k connected components denoted by Ωj , j ∈
{1, . . . , k}, satisfying dist(Ωi,Ωj) > 0 for i 6= j, that is Ω = Ω1∪ . . .∪Ωk.
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(f1) There exists p < q < p∗ such that

lim
|t|→∞

sup
f(t)

|t|q−1
= m < +∞.

(f2) lim
s→0

f(s)/sp−1 = 0.

(f3) There is 2p < θ < p∗ verifying 0 < θF (s) ≤ sf(s), for all s ≥ 0, where

F (t) =
∫ t

0
f(τ) dτ .

(f4) The function f(t)/tp−1 is increasing for t ∈ [0,+∞).

(f5) There are ς > 0 and ι ∈ (2p, p∗) such that h(s) ≥ ςsι−1 for all s > 0.

Our main results are the following.

Theorem 1.1. Assume that (V1)–(V4) and (f1)–(f5) hold. Then, for any

non-empty subset Γ of {1, . . . , k}, there exist constants α∗ > 0 and λ∗ = λ∗(α∗)

such that, for all α ≥ α∗ and λ ≥ λ∗, problem (1.1) has a family (uλ) of

positive solutions which dependence on α verifies: for any sequence λn → ∞,

we can extract a subsequence λni such that uλni converges strongly in W 1,p(RN )

to a function u which satisfies u(x) = 0 for x 6∈ ΩΓ and the restriction u|Ωj is

a least energy solution of
−
(

1 + b

∫
RN

1

p
|∇u|p dx

)
∆pu+ Z(x)up−1 = αf(u) + up

∗−1, x ∈ Ωj , j ∈ Γ,

u > 0, x ∈ Ωj ,

u|∂Ω = 0,

where ΩΓ =
⋃
j∈Γ

Ωj.

Theorem 1.2. Under the assumptions of Theorem 1.1, there exist constants

α∗ > 0 and λ∗ = λ∗(α∗) such that, for all α ≥ α∗ and λ ≥ λ∗, problem (1.1) has

at least 2k − 1 positive solutions.

2. Main results

In this section, we outline the variational framework for problem (1.1) and

give some preliminary lemmas. Let us define the space of functions

Eλ :=

{
u ∈W 1,p(RN ) :

∫
RN

V (x)|u|p dx <∞
}

endowed with the norm

‖u‖λ =

(∫
RN

(|∇u|p + (λV (x) + Z(x))|u|p) dx
)1/p

.

For λ ≥ 1 it easy to see that (Eλ, ‖ · ‖) is a Banach space and we have the

following continuous imbedding: Eλ ↪→W 1,p(RN ).

We say that u ∈ Eλ is a weak solution of (1.1) if, for v ∈ Eλ,
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RN
|∇u|p−2∇u∇v dx+ b

(∫
RN

1

p
|∇u|p dx

)(∫
RN
|∇u|p−2∇u∇v dx

)
+

∫
RN

(λV (x) + Z(x))|u|p−2uv dx = α

∫
RN

f(u)v dx+

∫
RN

up
∗−2uv dx.

The nonnegative weak solutions of problem (1.1) are the critical points of

I : Eλ → R given by

I(u) :=
1

p

∫
RN

(|∇u|p + (λV (x) + Z(x))|u|p) dx

+
b

2

(∫
RN

1

p
|∇u|p dx

)2

− α
∫
RN

F (u+) dx− 1

p∗

∫
RN

up
∗

+ dx,

where F (s) =
∫ s

0
f(τ) dτ and u+(x) = max{u(x), 0}.

Moreover, let us assume that the set Ω consists of k connected components

denoted by Ωj , j ∈ {1, . . . , k}, satisfying dist(Ωi,Ωj) > 0 for i 6= j, that is

Ω = Ω1 ∪ . . . ∪ Ωk.

We also write for an open set K ⊂ RN ,

Eλ(K) :=

{
u ∈W 1,p(K) :

∫
K

V (x)|u|p dx <∞
}

and the norms

‖u‖λ =

(∫
K

(|∇u|p + (λV (x) + Z(x))|u|p) dx
)1/p

.

In view of (V3), we have

M0|u|pp,K ≤
∫
K

(|∇u|p + (λV (x) + Z(x))|u|p) dx

for all u ∈ Eλ(K) and λ ≥ 1 or equivalently

M0|u|pp,K ≤ ‖u‖
p
λ,K for all u ∈ Eλ(K) and λ ≥ 1,

where M0 is a positive constant and |u|pp,K =
∫
K
|u|p dx.

The next result is an immediate consequence of the above considerations.

Lemma 2.1. There exist δ0, ν0 > 0 such that for all open sets K ⊂ RN

δ0‖u‖pλ,K ≤ ‖u‖
p
λ,K − ν0|u|pp,K for all u ∈ Eλ(K) and λ ≥ 1.

We recall the second concentration-compactness principle of Lions [34].

Lemma 2.2 ([34]). Let {un} ⊂W 1,p(RN ) be a bounded sequence which weakly

converges to u in Lp
∗
(RN ). If {un} is a subsequence such that |un|p

∗
⇀ ν and

|∇un|p ⇀ µ for some measures ν and µ, then there are sequences of points

{xn} ⊂ RN and {νn} ⊂ [0,∞) satisfying

(a) ν = |u|p∗ +
∑
i∈I

δxiνi, νi > 0,
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(b) µ ≥ |∇u|p +
∑
i∈I

δxiµi, µi > 0,

(c) µi ≥ Sνp/p
∗

i ,

where I is the index set and S is the best Sobolev constant, i.e.

S = inf

{∫
RN
|∇u|p dx :

∫
RN
|u|p

∗
dx = 1

}
,

xj ∈ RN , δxi are Dirac measures at xi and µi, νi are constants.

To finish this section, in what follows, for each j ∈ {1, . . . , k}, we fix a boun-

ded open subset Ω′j with smooth boundary such that

(a) Ωj ⊂ Ω′j ;

(b) Ω′j ∩ Ω′
j

= ∅ for all j 6= j.

3. Preliminaries

In this section, we adapt for our case some arguments developed in papers

[23] and [26]. Let ν0 > 0 be the constant given in Lemma 2.1, k > θ(θ−p)−1 > 1,

a > 0 verify αf(a) + ap
∗−1 = k−1ap−1ν0, and f̃ , F̃ : R→ R be the functions

f̃(s) =

αf(s) + sp
∗−1, if s ≤ a,

k−1ν0s
p−1, if s > a,

and F̃ (s) =

∫ s

0

f̃(τ) dτ.

From now on, we fix a non-empty subset Γ ⊂ {1, . . . , k} and

ΩΓ =
⋃
j∈Γ

Ωj , Ω′Γ =
⋃
j∈Γ

Ω′j , χΓ(x) =

1 for x ∈ Ω′Γ,

0 for x 6∈ Ω′Γ,

and functions

g(x, s) =χΓ(x)(αf(s) + sp
∗−1) + (1− χΓ(x))f̃(s),(3.1)

G(x, s) =

∫ s

0

g(x, τ) dτ = χΓ(x)F (s) + (1− χΓ(x))F̃ (s).(3.2)

Notice that, using (f1)–(f4), it is easy to check that

(g1) g(z, s) = αf(s) + sp
∗−1 = o(sp−1), near the origin, uniformly in z ∈ RN .

(g2) g(z, s) ≤ αf(s) + sp
∗−1 for all s > 0, z ∈ RN .

(g3) (i) 0 < θG(x, s) ≤ g(x, s)s for each x ∈ Ω′Γ, s > 0;

(ii) 0 ≤ G(x, s) ≤ k−1p−1ν0s
p and 0 ≤ g(x, s)s ≤ k−1ν0s

p for each

x ∈ RN \ Ω′Γ, s > 0.

(g4) The function g(z, s)/sp−1 is increasing for s > 0 for each fixed z.
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Moreover, let Φλ : Eλ → R denote the functional given by

Φλ(u) :=
1

p

∫
RN

(|∇u|p + (λV (x) + Z(x))|u|p) dx

+
b

2

(∫
RN

1

p
|∇u|p dx

)2

−
∫
RN

G(x, u) dx.

Under conditions (V1), (V2), (f1) and (f2), Φλ ∈ C1(Eλ,R) and its critical points

are nonnegative weak solutions of

(3.3) −
(

1+b

∫
RN
|∇u|p dx

)
∆pu+(λV (x)+Z(x))|u|p−2u = g(x, u), x ∈ RN .

We remark that f̃(s) = αf(s) + sp
∗−1 for s ∈ [0, a] and a critical point uλ of

Φλ(u) is a solution of problem (1.1) if and only if uλ(x) ≤ a in RN \ Ω′Γ.

4. Behavior of (PS)-sequences and the study of some energy levels

Recall that we say that a sequence (un) is a (PS)-sequence at level c ((PS)c-

sequence, for short) if Φλ(un) → c and Φ′λ(un) → 0. Φλ is said to satisfy the

(PS)c-condition if any (PS)c-sequence contains a convergent subsequence.

Remark 4.1. By the definition of the functions f and F , the Palais–Smale

sequences may be assumed to be nonnegative.

The next lemma establishes that all (PS)c-sequences are bounded.

Lemma 4.2. Assume that (V1)–(V3) and (f1)–(f3) are satisfied. Then there

is a constant M(c) > 0 independent of λ such that, for any (PS)c-sequence (un)

for Φλ(u),

Φλ(un) → c,(4.1)

Φ′λ(un) → 0 strongly in E∗λ,(4.2)

‖un‖pλ ≤M(c) for all n ∈ N.

Proof. It follows from (4.1)–(4.2) that

Φλ(un)− 1

θ
Φ′λ(un)un = c+ on(1) + εn‖un‖λ,

where εn → 0 as n→∞. From (4.1)–(4.2), (g3) (ii) and Lemma 2.1,

Φλ(un) − 1

θ
Φ′λ(un)un

=

(
1

p
− 1

θ

)∫
RN

(|∇un|p + (λV (x) + Z(x))|un|p) dx

+
b

p

(
1

2p
− 1

θ

)(∫
RN
|∇un|p dx

)2

+

∫
RN

[
1

θ
g(x, un)un −G(x, un)

]
dx

≥
(

1

p
− 1

θ

)∫
RN

(|∇un|p + (λV (x) + Z(x))|un|p) dx
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+

∫
RN\Ω′Γ

[
1

θ
g(x, un)un −G(x, un)

]
dx

≥
(

1

p
− 1

θ

)∫
RN

(|∇un|p + (λV (x) + Z(x))|un|p)x−
∫
RN\Ω′Γ

G(x, un) dx

≥
(

1

p
− 1

θ

)∫
RN

(|∇un|p + (λV (x) + Z(x))|un|p) dx−
1

kp
ν0

∫
RN
|un|p dx

≥
(

1

p
− 1

θ

)
(‖un‖pλ − ν0|un|pp) ≥

(
1

p
− 1

θ

)
δ0‖un‖pλ.

This fact implies that(
1

p
− 1

θ

)
δ0‖un‖pλ ≤ c+ on(1) + εn‖un‖λ.

Therefore

lim sup
n→∞

‖un‖pλ ≤
(

1

p
− 1

θ

)−1

δ−1
0 c.

From which it follows that there exists M(c) > 0 such that ‖un‖pλ ≤ M(c) for

all n ∈ N. �

Next, for each fixed j ∈ Γ, let us denote by cj the minimax level of the

mountain pass theorem with the functional Ij : W 1,p
0 (Ωj)→ R, given by

Ij(u) =
1

p

∫
Ωj

(|∇u|p + Z(x)|u|p) dx+
b

2

(∫
Ωj

1

p
|∇u|p dx

)2

− α
∫

Ωj

F (u+) dx− 1

p∗

∫
Ωj

(u+)p
∗
dx.

It is well-known that the critical points of Ij are weak solutions of the fol-

lowing problem:

(4.3)



−
(

1 + b

∫
Ωj

|∇u|p dx
)

∆u+ Z(x)up−1 = αf(u) + up
∗−1,

x ∈ Ωj , j ∈ Γ,

u > 0, x ∈ Ωj ,

u|∂Ωj = 0.

The technique that we shall apply in order to prove Theorem 1.1 includes the

comparison between some energy levels of the functional associated with (1.1)

with the energy levels associated with other auxiliary problems related to (1.1),

as well as the study of the behaviour of some (PS)c-sequences. In this regard we

prove the following results.

Lemma 4.3. There exists α∗ > 0 such that, for all α ≥ α∗, we have

cj ∈
(

0,
1

2p(k + 1)
SN/p

)
for all j ∈ {1, . . . , k}.
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Proof. We fix a nonnegative function ϕj ∈ W 1,p
0 (Ωj) \ {0} for each j ∈

{1, . . . , k}. Observe that there exists tα,j ∈ (0,+∞) such that

cj ≤ Ij(tα,jϕj) = max
t≥0

Ij(tϕj)

and thus, by (f5), we have

tpα,j

∫
Ωj

(|∇ϕj |p + Z(x)|ϕj |p) dx+ t2pα,jb

(∫
Ωj

|∇ϕj |p dx
)2

(4.4)

=α

∫
Ωj

f(tα,jϕj)tα,jϕj dx+ tp
∗

α,j

∫
Ωj

|ϕj |p
∗
dx

≥α
∫

Ωj

f(tα,jϕj)tα,jϕj dx ≥ αςtια,j
∫

Ωj

|ϕj |ι dx.

If |tβ,j | ≤ 1, by (4.4), we have

tpα,j

∫
Ωj

(|∇ϕj |p + Z(x)|ϕj |p) dx+ tpα,jb

(∫
Ωj

|∇ϕj |pdx
)2

≥ αςtια,j
∫

Ωj

|ϕj |ι dx.

This fact implies that

tα,j ≤


∫

Ωj

(|∇ϕj |2 + Z(x)|ϕj |2) dx+ b

(∫
Ωj

|∇ϕj |p dx
)2

ας

∫
Ωj

|ϕj |ι dx


1/(ι−p)

.

If |tβ,j | ≥ 1, by (4.4), one has

t2pα,j

∫
Ωj

(|∇ϕj |p + Z(x)|ϕj |p) dx+ t2pα,jb

(∫
Ωj

|∇ϕj |p dx
)2

≥ αςtια,j
∫

Ωj

|ϕj |ι dx.

This fact implies that

tα,j ≤


∫

Ωj

(|∇ϕj |2 + Z(x)|ϕj |2) dx+ b

(∫
Ωj

|∇ϕj |p dx
)2

ας

∫
Ωj

|ϕj |ι dx


1/(ι−2p)

.

Using the above limit, we have tα,j → 0 as α → +∞. This fact implies that

Ij(tα,jϕj)→ 0 as α→ +∞, whence it follows that there exists α∗ > 0 such that

cj ∈
(

0,
1

2p(k + 1)
SN/p

)
for all j ∈ {1, . . . , k} and all α ∈ [α∗,+∞). �

Remark 4.4. In particular, Lemma 4.3 implies that

(4.5)

k∑
j=1

cj ∈ (0, SN/p/(2p)).

The above result is very important, as we show in the following lemma.
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Lemma 4.5. Assume that (V1)–(V3) and (f1)–(f5) are satisfied. For any

λ ≥ 1, Φλ satisfies the (PS)c-condition, for all c ∈ (0, 1/2pSN/p), that is any

(PS)c-sequence (un) ⊂ Eλ has a strongly convergent subsequence in Eλ.

Proof. Let (un) ⊂ Eλ be a (PS)c-sequence, by Lemma 4.2, (un) is bounded

in Eλ and we may assume the following facts:

un ⇀ u weakly in Eλ and W 1,p(RN ),

un → u strongly in Lploc(RN ) for all p ∈ [1, p∗),

|un|p
∗
⇀ ν = |u|p

∗
+
∑
i∈I

δxiνi, νi > 0,

|∇un|p ⇀ µ ≥ |∇u|p +
∑
i∈I

δxjµi, µi > 0.

First, we claim that

(4.6)

∫
RN

g(x, un)un dx→
∫
RN

g(x, u)u dx as n→∞.

In fact, let xi be a singular point of the measures µ and ν. We define a function

φ ∈ C∞0 (RN ) such that φ(x) = 1 in B(xi, ε), φ(x) = 0 in RN \ B(xi, 2ε) and

|∇φ| ≤ 2/ε in RN . Set ψn = unφ, then {ψn} is bounded in Eλ. Obviously,

〈Φ′λ(un), ψn〉 → 0, i.e.

− lim
n→∞

[ ∫
RN

un|∇un|p−2∇un∇φdx(4.7)

+ b

(∫
RN

1

p
|∇un|p dx

)(∫
RN

un|∇un|p−2∇un∇φdx
)]

= lim
n→∞

{∫
RN
|∇un|pφdx+

∫
RN

(λV (x) + Z(x))|un|pφdx

+ b

(∫
RN

1

p
|∇un|p dx

)(∫
RN
|∇un|pφdx

)
−
∫
RN

g(x, un)unφdx

}
.

By definition of φ and due to strong convergence un → u in Lploc(RN ) for p ∈
[1, p∗), one can obtain ∫

RN
f(un)unφdx→ 0 as n→∞.

From Lemma 4.2 and the Hölder inequality, we have that

0 ≤ lim
ε→0

lim
n→∞

∣∣∣∣ ∫
RN
un|∇un|p−2∇un∇φdx

∣∣∣∣(4.8)

≤C lim
ε→0

lim
n→∞

∫
RN
|un|∇un|p−1∇φ| dx
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≤C lim
ε→0

lim
n→∞

[(∫
RN
|∇un|p dx

)(p−1)/p(∫
RN
|un∇φ|p dx

)1/p]
≤C lim

ε→0

(∫
B(xi,2ε)

|u|p
∗
dx

)1/p∗

= 0

and

(4.9) lim
ε→0

lim
n→∞

[
b

(∫
RN

1

p
|∇un|p dx

)(∫
RN

un|∇un|p−2∇un∇φdx
)]

= 0.

From inequalities (4.7)–(4.9) and condition (g2), we get

0 ≥ lim
ε→0

lim
n→∞

{∫
RN
|∇un|pφdx+

∫
RN

(λV (x) + Z(x))|un|pφdx(4.10)

+ b

(∫
RN

1

p
|∇un|p dx

)(∫
RN
|∇un|pφdx

)
− α

∫
RN

f(un)unφdx−
∫
RN

up
∗

n φdx

}
≥ lim

ε→0
lim
n→∞

[ ∫
RN
|∇un|pφdx−

∫
RN

up
∗

n φdx

]
= µi − νi.

Combining this with Lemma 2.2, we obtain νi ≥ Sνp/p
∗

i . This result implies that

(I) νi = 0 or

(II) νi ≥ SN/p.

If the second case νi ≥ SN/p holds, for some i ∈ I, then by using Lemma 2.2

and the Hölder inequality, we have

c = lim
n→∞

(
Φλ(un)− 1

2p
〈Φ′λ(un), un〉

)
=

1

2p

∫
RN

(|∇un|p + (λV (x) + Z(x))|un|p) dx+

∫
RN

(
1

2p
g(x, un)−G(x, un)

)
dx

≥ 1

2p

∫
RN
|∇un|pdx =

1

2p

∫
RN

dµ

≥ 1

2p

∫
RN
|∇u|p dx+

1

2p
µi ≥

1

2p
Sν

p/p∗

i ≥ 1

2p
SN/p.

This is impossible. Consequently, νi = 0 for all i ∈ I and hence

(4.11) un → u in Lp
∗

loc(RN ).

In order to prove (4.6), we will prove that the possible concentration of mass

at infinity. By hypothesis, for any bounded sequence (ϕn) ⊂ Eλ, we have

Φ′λ(un)ϕn = on(1). Let us choose a special ϕn for our purposes:

ϕn(x) = η(x)un(x),
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where η ∈ C∞(RN ) is given by

η(x) =

1 for x ∈ BcR(0),

0 for x ∈ BR/2(0),

η(x) ∈ [0, 1] with Ω′Γ ⊂ BR/2(0).

Here and below BcR(0) = {x ∈ RN : |x| ≥ R}. Using the above data and

adapting arguments used in [23, Lemma 1.1] one proves that, for each ε > 0,

there exists R > 0 such that

(4.12)

∫
{x∈RN :|x|≥R}

(|∇un|p + (λV (x) + Z(x))|un|p) dx < ε

and

(4.13)

(∫
{x∈RN :|x|≥R}

|∇un|pdx
)2

< ε,

for large enough n ∈ N. From (4.11)–(4.13), we obtain (4.6) holds. Thus, from

the Brezis–Lieb lemma [13] and the weak lower semicontinuity of the norm we

have

o(1)‖vn‖ = 〈Φ′λ(un), un〉 =

∫
RN

(|∇un|p + (λV (x) + Z(x))|un|p) dx

+
b

p

(∫
RN
|∇un|p dx

)2

−
∫
RN

g(x, un) dx

≥‖un − u‖pλ + ‖u‖pλ +
b

p

(∫
RN
|∇u|p dx

)2

−
∫
RN

g(x, u) dx

=‖un − u‖pλ + o(1)‖u‖,

since Φ′λ(u) = 0. Thus we proved that {un} strongly converges to u in Eλ. This

completes the proof of Lemma 4.5. �

Remark 4.6. Since Φλ verifies the mountain pass geometry, the above results

imply the existence of a nontrivial critical point to Φλ.

Our next step is to study the behavior of a (PS)∞,c-sequence, that is, a se-

quence (un) ⊂W 1,p(RN ) that satisfies

un ⊂ Eλ and λn →∞, Φλn(un)→ c, ‖Φ′λn(un)‖∗λn → 0.

Lemma 4.7. Let a sequence (un) be a (PS)∞,c-sequence with c∈(0,1/2pSN/p).

Then, for some subsequence, still denoted by (un), there exists u ∈ W 1,p(RN )

such that

un ⇀ u weakly in Eλ and W 1,p(RN ) as n→∞.

Moreover,
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(a) u ≡ 0 in RN \ ΩΓ and u is a nonnegative solution of

(4.14)


−
(

1 + b

∫
RN
|∇u|p dx

)
∆pu+ Z(x)|u|p−2u = αf(u) + |u|p

∗−2u

in ∈ Ωj ,

u = 0 on ∂Ωj ,

for each j ∈ Γ;

(b) ‖un − u‖λn → 0;

(c) un also satisfies

λn

∫
RN

V (x)|un|pdx→ 0, ‖un − u‖pλn,RN\ΩΓ
→ 0,

‖un‖pλn,Ω′j →
∫

Ωj

(|∇u|p + Z(x)|u|p)dx for all j ∈ Γ.

Proof. Similarly to the proof of Lemma 4.2, we can prove that there exists

M(c) > 0 such that

‖un‖pλ ≤M(c) for all n ∈ N.

Thus (un) is a bounded sequence in W 1,p(RN ) and, for some subsequence, still

denoted by (un), we may assume that for some u ∈W 1,p(RN )

un ⇀ u weakly in Eλ and W 1,p(RN ),

un → u strongly in Lploc(RN ) for all p ∈ [1, p∗),

un(x) → u(x) a.e. in RN .

Using once more similar arguments explored in Lemma 4.5, we get

(4.15) un → u in Eλ.

To show (a), we fix the set Cm = {x ∈ RN : V (x) ≥ 1/m}. Then∫
Cm

|un|p dx ≤
m

λn

∫
RN

λnV (x)|un|p dx

≤ m

λn

∫
RN

(|∇un|p + (λnV (x) + Z(x))|un|p) dx =
m

λn
‖un‖pλn .

The last inequality together with Fatou’s lemma imply∫
Cm

|u|pdx = 0 for all m ∈ N.

Thus u(x) = 0 on
+∞⋃
m=1

Cm = RN \Ω and we can assert that u|Ωj ∈W
1,p
0 (Ωj) for

all j ∈ {1, . . . , k}.
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Once we have proved that Φ′λn(un)ϕ → 0 for ϕ ∈ C∞0 (Ωj) (j ∈ {1, . . . , k}),
it follows from (4.15) that

0 =

∫
Ωj

(|∇u|p−2∇u∇ϕ+ Z(x)|u|p−2uϕ) dx

+ b

(∫
RN

1

p
|∇u|p dx

)∫
Ωj

|∇u|p−2∇u∇ϕdx−
∫

Ωj

g(x, u)ϕdx,

showing that u is a solution to (4.14) for each j ∈ Γ.

For j ∈ {1, . . . , k} \ Γ, setting ϕ(x) = u(x), we have∫
Ωj

(|∇u|p + Z(x)|u|p) dx+
b

p

(∫
Ωj

|∇u|p dx
)2

−
∫

Ωj

f̃(u)u dx = 0.

From Lemma 2.1 and the fact that f̃(s)s ≤ ν0s
p for all s ∈ R, we have

δ0‖u‖pλ,Ωj ≤ ‖u‖
p
λ,Ωj
− ν0|u|pp,Ω′j

≤
∫

Ωj

(|∇u|p + Z(x)|u|p) dx+
b

p

(∫
Ωj

|∇u|p dx
)2

−
∫

Ωj

f̃(u)u dx = 0.

Thus, u = 0 in Ωj for j ∈ {1, . . . , k} \ Γ showing that (a) holds.

For (b), we use [46, Lemma 4.2] to get the following inequality:

‖un − u‖pλn + b

(∫
RN

1

p
|∇un|p dx

)∫
RN
|∇un|p−2∇un(∇un −∇u) dx

− b
(∫

RN

1

p
|∇u|p dx

)∫
RN
|∇u|p−2∇u(∇u−∇un) dx

−
∫
RN\Ω′Γ

(f̃(un)− f̃(u))(un − u) dx−
∫

Ω′Γ

(f(un)− f(u))(un − u) dx

≤Φ′λn(un)(un − u)− Φ′λn(u)(un − u).

Since un → u in Lp(Ω′J) and due to assumptions (f1)–(f2), we have

(4.16)

∫
Ω′Γ

(f(un)− f(u))(un − u) dx = on(1).

On the other hand,

(4.17) |Φ′λn(un)(un − u)| ≤ ‖Φ′λn(un)‖∗λn(‖un‖λn + ‖u‖λn) = on(1).

By inequalities (4.16) and (4.17), we have

‖un − u‖pλn +

∫
RN\Ω′Γ

(f̃(un)− f̃(u))(un − u) dx→ 0.
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By a similar argument as in the proof of Lemma 4.3, we obtain

δ0‖un − u‖pλn ≤‖un − u‖
p
λn
− ν0|un − u|pp

≤
∫
RN

(|∇un −∇u|p + λV (x)|un − u|p) dx

+

∫
RN\Ω′Γ

(f̃(un)− f̃(u))(un − u) dx ≤ 0.

Thus (b) is obtained.

Now we show (c). Indeed,∫
RN

λnV (x)|un|p dx =

∫
RN\ΩΓ

λnV (x)|un|p dx

=

∫
RN\ΩΓ

λnV (x)|un − u|p dx ≤ ‖un − u‖pλn → 0 as n→∞.

This completes the proof of Lemma 4.7. �

The following lemma plays a fundamental role in the study of solutions to

problem (1.1). We sketch its proof by using some arguments explored in [5]

and [35], which are initiated in the Moser iterative method [39].

Lemma 4.8. Let uλ be a family of positive solutions of (3.3) satisfying

sup
λ≥1
{Φλ(uλ)} < 1

2p
SN/p.

Then, there exists Λ0 > 0 such that |uλ|L∞(RN )\Ω′Γ ≤ a for λ ≥ Λ0. In particular,

uλ solves the original problem (1.1).

Proof. In this proof we adapt some arguments developed in Li [35, Theo-

rem 1.11] (see also [1] and [31]). Let (λn) be a sequence with λn →∞ and define

un(x) = uλn(x). For any R > 0, 0 < r ≤ R/2, let η ∈ C∞(RN ), 0 ≤ η ≤ 1 with

η(x) = 1 if |x| ≥ R and η(x) = 0 if |x| ≤ R− r and |∇η| ≤ 2/r. For each n ∈ N
and ρ > 0, put

ul,n(x) :=

un(x) if un(x) ≤ ρ,
ρ if un(x) ≥ ρ,

and zρ,n := ηpu
p(σ−1)
ρ,n un, wρ,n := ηunu

σ−1
ρ,n with σ > 1 to be determined later.

Taking zρ,n as the test function, we have

0 =

∫
RN

(
|∇un|p−2∇un∇zρ,n + (λV (x) + Z(x))|un|p−2unzρ,n

)
dx

+ b

(∫
RN

1

p
|∇un|p dx

)∫
RN
|∇un|p−2∇un∇zρ,n dx−

∫
RN

g(x, un)zρ,n dx,
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i.e.

0 =

(
1 + b

∫
RN

1

p
|∇un|p dx

)
·
∫
RN

(
|∇un|pηpup(σ−1)

ρ,n + p|∇un|p−2∇un∇ηηp−1unu
p(σ−1)
ρ,n

+ p(σ − 1)|∇un|p−2∇un∇uρ,nunup(σ−1)−1
ρ,n ηp

)
dx

+

∫
RN

(λV (x) + Z(x))|un|pηpup(σ−1)
ρ,n dx−

∫
RN

g(x, un)ηpunu
p(σ−1)
ρ,n dx.

For simplicity, we denote

An := 1 + b

∫
RN

1

p
|∇un|p dx.

Since un → u in W 1,p(RN ) with u 6= 0, we see that a ≤ An ≤ a∗ for some

constant a∗ > 0. Therefore, we can rewrite the above equality as

An

∫
RN
ηpup(σ−1)

ρ,n |∇un|p dx =

∫
RN

g(x, un)ηpunu
p(σ−1)
ρ,n dx

− pAn
∫
RN

ηp−1unu
p(σ−1)
ρ,n |∇un|p−2∇un∇η dx

− pAn(σ − 1)

∫
RN

unu
p(σ−1)−1
ρ,n ηp|∇un|p−2∇un∇uρ,n dx

−
∫
RN

(λV (x) + Z(x))|un|pηpup(σ−1)
ρ,n dx.

By conditions (f1)–(f2), we have that for any τ > 0, there exists Dτ > 0 such that

g(x, s) ≤ τs+Dτs
p∗−1 for all (x, s) ∈ RN × [0,+∞). Since τ can be sufficiently

small, we have the following inequality:

An

∫
RN

ηpup(σ−1)
ρ,n |∇un|p dx ≤Dτ

∫
RN

up
∗

n η
pup(σ−1)
ρ,n dx

− pAn
∫
RN

ηp−1unu
p(σ−1)
ρ,n |∇un|p−2∇un∇η dx.

For each δ > 0, using Young’s inequality, we get

An

∫
RN

ηpup(σ−1)
ρ,n |∇un|p dx = Dτ

∫
RN

up
∗

n η
pup(σ−1)
ρ,n dx

+ pAnδ

∫
RN
|∇un|pup(σ−1)

ρ,n ηp dx+ pAnCδ

∫
RN
|un|p|∇η|pup(σ−1)

ρ,n dx.

Choosing δ ∈ (0, 1/p), we have

(4.18)

∫
RN

ηpup(σ−1)
ρ,n |∇un|p dx ≤ C

∫
RN

up
∗

n η
pup(σ−1)
ρ,n dx

+ C

∫
RN
|un|p|∇η|pup(σ−1)

ρ,n dx.
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On the other hand, by the Sobolev and Hölder inequalities we have

|wρ,n|pp∗ ≤C
∫
RN
|∇wρ,n|p dx = C

∫
RN
|∇(ηunu

σ−1
ρ,n )|p dx(4.19)

≤Cσp
(∫

RN
|∇η|pupnup(σ−1)

ρ,n dx+

∫
RN

ηpup(σ−1)
ρ,n |∇un|p dx

)
.

Combining (4.18)–(4.19), we have

(4.20) |wρ,n|pp∗ ≤ Cσp
(∫

RN
|∇η|p|un|pup(σ−1)

ρ,n dx+

∫
RN

up
∗

n η
pup(σ−1)
ρ,n dx

)
.

Choosing σ = p∗/p, by the definition of wρ,n and (4.20), we rewrite the last

inequality as(∫
RN

(
ηunu

(p∗−p)/p
ρ,n

)p∗
dx

)p/p∗
≤C(N, p)

{[∫
RN

(
ηunu

(p∗−p)/p
ρ,n

)p∗
dx

]p/p∗(∫
|x|>R−r

up
∗

n dx

)p∗−p/p
+

∫
RN
|∇η|p|un|pup

∗−p
ρ,n dx

}
≤C(N, p)

{[∫
RN

(
ηunu

(p∗−p)/p
ρ,n

)p∗
dx

]p/p∗
‖un‖p

∗−p
p∗(|x|≥R/2)

+

∫
RN
|∇η|p|un|pup

∗−p
ρ,n dx

}
.

In view of un → u in W 1,p(RN ), for R large enough, we conclude that

‖un‖p
∗−p
p∗(|x|≥R/2) ≤

1

C(N, p)
uniformly in n.

Hence we obtain(∫
|x|≥R

(unu
(p∗−p)/p
ρ,n )p

∗
dx

)p/p∗
≤
(∫

RN
(ηunu

(p∗−p)/p
ρ,n )p

∗
dx

)p/p∗
≤ C(N, p)

∫
RN
|∇η|p|un|pup

∗−p
ρ,n dx ≤ C

rp

∫
RN
|un|p

∗
dx.

Using Fatou’s lemma in the variable ρ, we have

(4.21) un ∈ Lp
∗2/p(|x| ≥ R) for R large enough.

Next, if we put σ = p∗(t− 1)/(pt) with t = p∗
2

/((p∗ − p)p), then σ > 1,

pt/(t− 1) < p∗. Now suppose that un ∈ Lpσt/(t−1) (|x| ≥ R− r) for some σ ≥ 1.

Returning to (4.20) and using the Hölder inequality with exponent t/(t− 1)
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and t, we have

|wρ,n|pp∗ ≤Cσp
{[∫

|x|≥R−r
(ηpupσn )t/(t−1) dx

]1−1/t

(4.22)

·
(∫
|x|>R−r

u(p∗−p)t
n dx

)1/t

+
[RN − (R− r)N ]1/t

rp

(∫
|x|≥R−r

upσt/(t−1)
n dx

)1−1/t}

≤Cσp
(

1 +
RN/t

rp

)(∫
|x|≥R−r

upσt/(t−1)
n dx

)1−1/t

.

Letting ρ→ +∞ in (4.22), we obtain

‖un‖pσp∗σ(|x|≥R) ≤ Cσ
p

(
1 +

RN/t

rp

)
‖un‖pσpσt/(t−1)(|x|≥R−r).

If we set χ := p∗(t− 1)/(pt), s := pt/(t− 1), then

(4.23) ‖un‖σχs,(|x|≥R) ≤ C1/σσ1/σ

(
1 +

RN/t

rp

)1/(pσ)

‖un‖σs(|x|≥R−r).

Let σ = χm (m = 1, 2, . . .), we obtain

‖un‖χm+1s(|x|≥R) ≤ Cχ
−m
χmχ

−m
(

1 +
RN/t

rp

)1/(pσ)

‖un‖χms(|x|≥R−r).

It is clear that p > N/t. Therefore, if we take rm := 2−(m+1)R, then inequality

(4.23) implies

‖un‖χm+1s(|x|≥R) ≤ |un|χm+1s(|x|≥R−rm+1)

≤C
m∑
i=1

χ−i

χ

m∑
i=1

iχ−i

exp

( m∑
i=1

ln(1 + 2p(i+1))

pχi

)
‖un‖χs,(|x|≥R−r1)

≤C‖un‖p∗(|x|≥R/2).

Letting m→∞ in the last inequality, we get ‖un‖L∞(|x|≥R) ≤ C|un|p∗(|x|≥R/2).

By the convergence of {un} to u in W 1,p(RN ), for any fixed a > 0, there exists

R > 0 such that ‖un‖L∞(|x|≥R) ≤ a for all n ∈ N. Therefore, lim
|x|→∞

un(x) = 0

uniformly in n. �

5. The existence of multi-bump positive solutions

For j ∈ Γ, we consider the following two functionals:

(5.1) Ij(u) :=
1

p

∫
Ωj

(|∇u|p + Z(x)|u|p) dx

+
b

2

(∫
Ωj

1

p
|∇u|p dx

)2

− α
∫

Ωj

F (u) dx− 1

p∗

∫
Ωj

(u+)p
∗
dx
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and

Φλ,j(u) :=
1

p

∫
Ω′j

(|∇u|p + (λV (x) + Z(x))|u|p) dx

+
b

2

(∫
Ω′j

1

p
|∇u|p dx

)2

− α
∫

Ω′j

F (u) dx− 1

p∗

∫
Ω′j

(u+)p
∗
dx.

We know that the critical points of the above functions are related with the weak

solutions to the problem

(5.2)

−
(

1 + b

∫
RN
|∇u|p dx

)
∆pu+ Z(x)up−1 = αf(u) + up

∗−1 in Ωj ,

u = 0 on ∂Ωj ,

and

(5.3)


−
(

1 + b

∫
RN
|∇u|p dx

)
∆pu+ (λV (x) + Z(x))up−1

= αf(u) + up
∗−1 in Ω′j ,

∂u

∂η
= 0 on ∂Ω′j .

It is easy to check that functionals Ij and Φλ,j satisfy the mountain pass geom-

etry. That is,

(i) Ij(0) = Φλ,j(0) = 0.

(ii) There exist ρ0 > 0 and ρ1 independent of λ ≥ 0 such that

‖u‖0,Ωj ≤ ρ0 ⇒ Ij(u) ≥ 0,(5.4)

‖u‖0,Ωj = ρ0 ⇒ Ij(u) ≥ ρ1,(5.5)

‖u‖0,Ωj ≤ ρ0 ⇒ Φλ,j(u) ≥ 0,(5.6)

‖u‖0,Ωj = ρ0 ⇒ Φλ,j(u) ≥ ρ1.(5.7)

Here we use the notation:

‖u‖0,Ωj =

∫
Ωj

(|∇u|p + Z(x)|u|p) dx for u ∈W 1,p
0 (Ωj).

(iii) There exists ϕj(x) ∈ C∞0 (Ωj) such that

‖ϕj(x)‖λ,Ω′j = ‖ϕj(x)‖0,Ωj ≥ ρ1, Φλ,Ω′j (ϕj) = Ij(ϕj) < 0.

In what follows, we denote by cj and cλ,j the minimax level related to the above

functions defined by

cj := inf
γ∈Λj

max
t∈[0,1]

Ij(γ(t)) and cλ,j := inf
γ∈Λλ,j

max
t∈[0,1]

Φλ,j(γ(t)),

where

Λj := {γ ∈ C([0, 1],W 1,p
0 (Ωj)) : γ(0) = 0, Ij(γ(1)) < 0},

Λλ,j := {γ ∈ C([0, 1],W 1,p
0 (Ω′j)) : γ(0) = 0, Φλ,j(γ(1)) < 0}.
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Moreover, the (PS)c-condition implies that there exist two nonnegative functions

wj ∈W 1,p
0 (Ωj) and wλ,j ∈W 1,p

0 (Ω′j) satisfying

Ij(wj) = cj and I ′j(wj) = 0,

Φλ,j(wλ,j) = cλ,j and Φ′λ,j(wλ,j) = 0.

We have the following lemma.

Lemma 5.1.

(a) 0 < ρ1 ≤ cλ,j ≤ cj for all λ ≥ 0.

(b) cj (cλ,j, respectively) is a least energy level for Ij(u) (Φλ,j(u), respec-

tively), that is

cj = inf{Ij(u) : u ∈W 1,p
0 (Ωj) \ {0}, I ′j(u) · u = 0},

cλ,j = inf{Φλ,j(u) : u ∈W 1,p
0 (Ω′j) \ {0},Φ′λ,j(u) · u = 0}.

(c) cj = max
r>0

Ij(rwj), cλ,j = max
r>0

Iλ,j(rwλ,j).

(d) cλ,j → cj as j →∞.

Proof. From (5.7), it is easy to see that cλ,j ≥ ρ1. On the other hand, for

any u ∈W 1,p
0 (Ωj), we may extend u to ũ ∈W 1,p

0 (Ω′j) by

ũ(x) =

u(x) in Ωj ,

0 in Ω′j \ Ωj ,

we regard W 1,p
0 (Ωj) ⊂W 1,p

0 (Ω′j). Thus we have Λj ⊂ Λλ,j and

cλ,j = inf
γ∈Λλ,j

max
t∈[0,1]

Φλ,j(γ(t))(5.8)

≤ inf
γ∈Λj

max
t∈[0,1]

Φλ,j(γ(t)) ≤ inf
γ∈Λj

max
t∈[0,1]

Ij(γ(t)) = cj .

Thus we have (a).

(b)–(c) are standard consequences which can be obtained from the mono-

tonicity of the nonlinearity g(x, s)/sp−1 (see Chapter 4 in [45]).

Now we show (d). Using Lemma 4.7, we may extract a subsequence λn →∞
such that wλ,j → u0 strongly in W 1,p

0 (Ω′j), where u0 ∈ W 1,p
0 (Ωj) is a solution

of (5.1) and Φλ,j(wλ,j)→ Ij(u0). By the definition of cj , we have

lim sup
λ→∞

cλ,j = lim sup
λ→∞

Φλ,j(wλ,j) ≥ Ij(u0) ≥ cj .

Compare with (5.8), we get (iv) and this completes the proof of Lemma 5.1. �

In what follows, let us fix R > 1 such that

(5.9)

∣∣∣∣Ij( 1

R
wj

)∣∣∣∣ < 1

2
cj for all j ∈ Γ

and

|Ij(Rwj)− cj | ≥ 1 for all j ∈ Γ.
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From the definition of cj , the equality below is standard:

max
s∈[1/R2,1]

Ij(sRwj) = cj for all j ∈ Γ,

where the interval [1/R2, 1] is chosen conveniently for our purposes.

Reordering the set Γ, we may consider Γ = {1, . . . , l} (l ≤ k),

(5.10) γ0(s1, . . . , sl)(x) =

l∑
j=1

sjRwj(x) for all (s1, . . . , sl) ∈
[

1

R2
, 1

]l
,

Λ∗ :=

{
γ ∈ C

([
1

R2
, 1

]l
, Eλ \ {0}

)
: γ = γ0 on ∂

([
1

R2
, 1

]l)}
and

bλ,Γ = inf
γ∈Λ∗

max
(s1,...,sl)∈[1/R2,1]l

Φλ(γ(s1, . . . , sl)).

Remark 5.2. As γ0 ∈ Λ∗, Λ∗ 6= ∅ and bλ,Γ is well-defined.

Lemma 5.3. For any γ ∈ Λ∗, there exists (t1, . . . , tl) ∈ [1/R2, 1]l such that

Φ′λ,j(γ(t1, . . . , tl))(γ(t1, . . . , tl)) = 0 for all j ∈ {1, . . . , l}.

Proof. For a given γ ∈ Λ∗, let us consider the map γ̃ : [1/R2, 1]l → Rl

defined by

γ̃(s1, . . . , sl) = (Φ′λ,1(γ)(γ), . . . ,Φ′λ,l(γ)(γ)),

where Φ′λ,j(γ)(γ) = Φ′λ,j(γ(s1, . . . , sl))γ(s1, . . . , sl) for all j ∈ Γ.

For any (s1, . . . , sl) ∈ ∂([1/R2, 1]l), it follows that

γ(s1, . . . , sl) = γ0(s1, . . . , sl),

Φ′λ,j(γ0(s1, . . . , sl))γ0(s1, . . . , sl) = 0.

From this fact, we have sj 6∈{1/R2, 1} for j ∈ Γ. Thus (0, . . . , 0) 6∈ γ̃(∂([1/R2, 1]l)).

Hence, it follows from the topological degree that

deg

(
γ̃,

(
1

R2
, 1

)l
, (0, . . . , 0)

)
= (−1)l 6= 0.

Thus, there exists (t1, . . . , tl) ∈ (1/R2, 1)l satisfying

Φ′λ,j(γ(t1, . . . , tl))(γ(t1, . . . , tl)) = 0 for j ∈ {1, . . . , l}.

This completes the proof of Lemma 5.3. �

In the sequel, the number cΓ =
l∑

j=1

cj is very important in the proof of

Theorem 1.1. Let us analyse the interaction between
l∑

j=1

cλ,j , bλ,Γ and cΓ, using

the fact that cΓ ∈ (0, SN/p/(2p)) (see Remark 4.4).
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Lemma 5.4. We have the following facts:

(a)
l∑

j=1

cλ,j ≤ bλ,Γ ≤ cΓ for all λ ≥ 1.

(b) Φλ(γ(s1, . . . , sl))<cΓ for all λ≥1, γ∈Λ∗ and (s1, . . . , sl)∈∂([1/R2, 1]l).

Proof. Since γ0 defined in (5.10) belongs to Λ∗, we have

bλ,Γ ≤ max
(s1,...,sl)∈[1/R2,1]l

Φλ(γ0(s1, . . . , sl))

= max
(s1,...,sl)∈[1/R2,1]l

l∑
j=1

Ij(sRwj) =

l∑
j=1

cj = cΓ.

Fix (t1, . . . , tl) ∈ [1/R2, 1]l given in Lemma 5.3 and recall that cλ,j is given by

cλ,j = inf{Φλ,j(u) : u ∈W 1,p
0 (Ω′j) \ {0},Φ′λ,j(u) · u = 0}.

It follows that Φλ,j(γ(t1, . . . , tl)) ≥ cλ,j for all j ∈ Γ. On the other hand,

Φλ(u) = Φλ,RN\Ω′Γ(u) +

l∑
j=1

Φλ,Ω′j (u),

where

Φλ,RN\Ω′Γ(u) :=
1

p

∫
λ,RN\Ω′Γ

(|∇u|p + (λV (x) + Z(x))|u|p) dx

+
b

2

(∫
λ,RN\Ω′Γ

1

p
|∇u|p dx

)2

−
∫
λ,RN\Ω′Γ

F̃ (u) dx.

If we recall the definition of F̃ (u), we have F̃ (u) ≤ ν0|s|p/p. This fact together

with Lemma 2.1 imply that

Φλ,RN\Ω′Γ(u) :=
1

p

∫
λ,RN\Ω′Γ

(|∇u|p + (λV (x) + Z(x))|u|p) dx

+
b

2

(∫
λ,RN\Ω′Γ

1

p
|∇u|p dx

)2

−
∫
λ,RN\Ω′Γ

F̃ (u) dx

≥ 1

p
(‖u‖p

λ,RN\Ω′Γ
− ν0|u|pp,RN\Ω′Γ) ≥ 1

p
δ0‖u‖pλ,RN\Ω′Γ ≥ 0.

Thus

Φλ(u) = Φλ,RN\Ω′Γ(u) +

l∑
j=1

Φλ,Ω′j (u) ≥
l∑

j=1

Φλ,Ω′j (u)

≥
l∑

j=1

inf{Φλ,j(u) : u ∈ Eλ \ {0},Φ′λ,j(u) · u = 0} =

l∑
j=1

cλ,j .
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From definition of bλ,Γ, we conclude that

bλ,Γ ≥
l∑

j=1

cλ,j .

This completes the proof of Lemma 5.4 (a).

Since γ(s1, . . . , sl) = γ0(s1, . . . , sl) on ∂([1/R2, 1]l) we have

Φλ(γ0(s1, . . . , sl)) =

l∑
j=1

Ij(sjRwj).

Moreover, Ij(sjRwj) ≤ cj for all j ∈ Γ and for some j0 ∈ Γ, sj0 ∈ {1/R2, 1} and

Ij0(sj0Rwj0) ≤ cj0/2. Therefore, Φλ(γ0(s1, . . . , sl)) ≤ cΓ − ε, for some ε > 0.

This completes the proof of Lemma 5.4 (b). �

Corollary 5.5.

(a) bλ,Γ → cΓ as λ→∞.

(b) bλ,j is a critical value of Φλ for large λ.

Proof. (a) For all λ ≥ 1 and for each j we have 0 < cλ,j ≤ cj . Using the

same type of idea as explored in the proof of Lemma 4.7, we can prove that

cλ,j → cj as λ→∞ and thus, from Lemma 5.4, bλ,Γ → cΓ as λ→∞.

(b) By Corollary 5.5 (a) and (4.5), we may choose λ large enough such that

bλ,Γ, cΓ ∈ (0, SN/p/(2p)). Lemma 4.5 implies that any (PS)bλ,Γ -sequence of

the functional Φλ has a strongly convergent subsequence in Eλ. Employing this

fact, we can use the well-known arguments involving the deformation lemma to

conclude that bλ,Γ is a critical level of Φλ for λ ≥ 1. �

In order to prove Theorem 1.1, we need to find a positive solution uλ for

λ large enough, which approaches a least-energy solution in each Ωj (j ∈ Γ)

and vanishes elsewhere as λ→∞. To this end, we will prove two lemmas that,

together with the estimates made in the above section, imply that Theorem 1.1

holds.

Hereafter

M := 1 +

k∑
j=1

√(
1

p
− 1

θ

)−1

cj , BM+1(0) := {u ∈ Eλ : ‖u‖λ ≤M + 1}

and we choose

(5.11) 0 < µ <
1

3
min

j∈{1,...,l}
cj .

We define

Dµ
λ := {u ∈ BM+1(0) : ‖u‖λ,RN\Ω′j ≤ µ, |Φλ,Ω′j (u)− cj | ≤ µ for all j ∈ Γ}.
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We also use the notation ΦcΓλ := {u ∈ Eλ : Φλ(u) ≤ cΓ}. We remark that

Dλ
µ ∩ ΦcΓλ contains all functions of the form

w(x) =

wj(x) in Ωj ,

0 in RN \ ΩΓ.

We have the following lemma.

Lemma 5.6. There exist σ0 > 0 and Λ0 ≥ 0 independent of λ such that

(5.12) ‖Φ′λ(u)‖λ ≥ σ0 for λ0 ≥ Λ0 and for all u ∈ (D2µ
λ \D

µ
λ) ∩ ΦcΓλ .

Proof. We prove it by contradiction. Suppose that there exist λn → ∞
and un ∈ (D2µ

λ \D
µ
λ) ∩ ΦcΓλ such that ‖Φ′λ(un)‖λ → 0. Since un ∈ D2µ

λn
, thus un

is bounded in Eλ and Φλn(un) stays bounded as n→∞. We may assume that

Φλn(un)→ c ≤ cΓ up to a subsequence.

Applying Lemma 4.7, we can extract a subsequence un → u in W 1,p(RN )

and

lim
n→∞

Φλn(un) =

l∑
j=1

Ij(u) ≤ cΓ,(5.13)

un → u in W 1,p(RN ),(5.14) ∫
RN

λnV (x)|un|p dx→ 0,(5.15)

‖un‖λn,RN\ΩΓ
→ 0.(5.16)

Since cΓ =
l∑

j=1

cj and cj is the least energy level for Ij(u), we have the following

two possibilities:

(1) Ij(u|Ωj ) = cj for all j ∈ Γ.

(2) Ij0(u|Ωj0 ) = 0, that is u|Ωj0 = 0 for some j0 ∈ Γ.

If (1) occurs, we have

1

p

∫
Ωj

(|∇u|p + Z(x)|u|p) dx+
b

2

(∫
Ωj

1

p
|∇u|pdx

)2

− α
∫

Ωj

f(u) dx− 1

p∗

∫
Ωj

up
∗
dx = cj

for all j ∈ Γ. It follows from (5.13)–(5.16) and together with the fact that

un ∈ Dµ
λn

for large n which is a contradiction to un ∈ (D2µ
λ \D

µ
λ).

If (2) occurs, from (5.14) and (5.15) it follows that |Φλ,j(un)−cj0 | → cj0 ≥ 3µ.

This is also a contraction to un ∈ (D2µ
λ \D

µ
λ) and we complete the proof. �

The following lemma is the key of the proof of our main result.
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Lemma 5.7. Let µ satisfy (5.11) and let Λ0 be the constant given in Lem-

ma 5.6. Then for any λ ≥ Λ0, there exists a solution uλ of problem (3.3)

satisfying uλ ∈ Dµ
λ ∩ ΦcΓλ .

Proof. Assume by contradiction that there are no critical points inDµ
λ∩ΦcΓλ .

Since the Palais–Smale condition holds for Φλ(u) in (0, (aS)N/p/(2p)), there

exists a constant dλ > 0 such that ‖Φ′λ(u)‖ ≥ dλ for all u ∈ Dµ
λ ∩ΦcΓλ and, from

Lemma 5.6, we have ‖Φ′λ(u)‖ ≥ σ0 for all u ∈ (D2µ
λ \D

µ
λ) ∩ ΦcΓλ .

Let ϕ : Eλ → R be a Lipschitz continuous function such that

ϕ(u) =

1 for u ∈ D3µ/2
λ ,

0 for u 6∈ D2µ
λ ,

and 0 ≤ ϕ(u) ≤ 1 for any u ∈ Eλ. For any u ∈ ΦcΓλ , we define

W (u) := −ϕ(u)
Φ′λ(u)

‖Φ′λ(u)‖λ
: ΦcΓλ → Eλ.

Here we identify E∗λ and Eλ by the Riesz representation theorem. We consider

the deformation flow η : [0,∞)× ΦcΓλ → ΦcΓλ defined by

dη

dt
= W (η(t, u)), η(0, u) = u ∈ ΦcΓλ .

Thus η has the following properties:

d

dt
Φλ(η(t, u)) = −ϕ(η(t, u))‖Φ′λ(η(t, u))‖λ ≤ 0,(5.17) ∥∥∥∥dηdt

∥∥∥∥
λ

≤ 1 for all t, u,(5.18)

η(t, u) = u for all t ≥ 0 and u ∈ ΦcΓλ \D
2µ
λ .(5.19)

Let γ0(s1, . . . , sl)∈Λ∗ be a path defined in (5.10). We consider η(t, γ0(s1, . . . , sl))

for large enough t. Since for all (s1, . . . , sl) ∈ ∂([1/R2, 1]l), γ0(s1, . . . , sl) 6∈ D2µ
λ ,

thus we have by (5.19) that

η(t, γ0(s1, . . . , sl)) = γ0(s1, . . . , sl) for all (s1, . . . , sl) ∈ ∂([1/R2, 1]l)

and η(t, γ0(s1, . . . , sl)) ∈ Λ∗ for all t ≥ 0.

Since supp γ0((s1, . . . , sl)(x)) ⊂ ΩΓ for all (s1, . . . , sl) ∈ ∂([1/R2, 1]l) and

hence Φλ(γ0(s1, . . . , sl)(x)) and ‖γ0(s1, . . . , sl)(x)‖λ,j , etc. do not depend on λ ≥
0. On the other hand, Φλ(γ0(s1, . . . , sl)(x)) ≤ cΓ for all (s1, . . . , sl) ∈ [1/R2, 1]l

and Φλ(γ0(s1, . . . , sl)(x)) = cΓ if and only if sj = 1/R, that is γ0(s1, . . . , sl)(x)|Ωj
= wj for j ∈ Γ. Thus we have

(5.20) m0 := max{Φλ(u) : u ∈ γ0([1/R2, 1]l) \Dµ
λ}

is dependent of λ and m0 < cΓ.
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From (5.19), it is easy to see that for any t > 0

‖η(0, γ0(s1, . . . , sl))− η(t, γ0(s1, . . . , sl))‖λ ≤ t.

Since Φλ,j(u) ∈ C1(Eλ) for all j = 1, . . . , l, and due to assumptions (f1)–(f4),

it is easy to see that for large enough T , there exists a positive number p0 > 0

which is independent of λ such that for all j = 1, . . . , l and t ∈ [0, T ],

(5.21) ‖Φ′λ,j(η(t, γ0(s1, . . . , sl)))‖λ ≤ p0.

We claim that for large enough T ,

(5.22) max
(s1,...,sl)∈[1/R2,1]l

Φλ(η(T, γ0(s1, . . . , sl)(x))) ≤ max{m0, cΓ − τ0µ/2},

where m0 is given in (5.20), τ0 = max{σ0, σ0/p0}. In fact, if γ0(s1, . . . , sl)(x) 6∈
Dµ
λ , then by (5.21) we have Φλ(η(T, γ0(s1, . . . , sl)(x))) ≤ m0 and thus (5.22)

holds. Now we consider the case γ0(s1, . . . , sl)(x) ∈ Dµ
λ , we consider the behavior

of η̃(t) := η(t, γ0(s1, . . . , sl)).

We set d̃λ := min{dλ, σ0} and T = σ0µ/(2d̃λ). We consider two cases:

(1) η̃(t) ∈ D3µ/2
λ for all t ∈ [0, T ].

(2) η̃(t0) ∈ ∂D3µ/2
λ for some t0 ∈ [0, T ].

When (1) holds, we have ϕ(η̃(t)) ≡ 1 and ‖Φ′λ(η̃(t))‖λ ≥ d̃λ for all t ∈ [0, T ].

Thus by (5.17), we have

Φλ(η̃(T )) = Φλ(γ0(s1, . . . , sl)) +

∫ T

0

d

ds
Φλ(η̃(t))

= Φλ(γ0(s1, . . . , sl))−
∫ T

0

ϕ(η̃(s))‖Φ′λ(η̃(s))‖λ ds

≤ cΓ −
∫ T

0

d̃λds = cΓ − d̃λT = cΓ −
1

2
σ0µ ≤ cΓ −

1

2
τ0µ.

When (2) holds, there exists 0 ≤ t1 < t2 ≤ T such that

η̃(t1) ∈ ∂Dµ
λ ,(5.23)

η̃(t2) ∈ ∂D3µ/2
λ ,(5.24)

η̃(t) ∈ ∂D3µ/2
λ \Dµ

λ for all t ∈ [t1, t2].(5.25)

It follows (5.24) that, for some j0 ∈ Γ,

‖η̃(t2)‖λ,RN\Ω′Γ =
3µ

2
or |Φλ,Ω′j0 (η̃(t2))− cj0 | =

3µ

2
.

We only consider the latter case, the former case can be obtained in a similar

way. By (5.23), |Φλ,Ω′j0 (η̃(t1))− cj0 | ≤ µ. Thus we have

|Φλ,Ω′j0 (η̃(t2))−Φλ,Ω′j0
(η̃(t1))| ≥ |Φλ,Ω′j0 (η̃(t2))−cj0 |−|Φλ,Ω′j0 (η̃(t1))−cj0 | ≥

1

2
µ.
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On the other hand, by the mean value theorem, there exists t′ ∈ (t1, t2) such

that

|Φλ,Ω′j0 (η̃(t2))− Φλ,Ω′j0
(η̃(t1))| =

∣∣∣∣Φλ,Ω′j0 · dη̃dt (t′)

∣∣∣∣(t2 − t1).

From (5.18) and (5.21) we have that t2 − t1 ≥ µ/2p0. Thus we have

Φλ(η̃(T )) = Φλ(γ0(s1, . . . , sl)) +

∫ T

0

d

ds
Φλ(η̃(t))

= Φλ(γ0(s1, . . . , sl))−
∫ T

0

ϕ(η̃(s))‖Φ′λ(η̃(s))‖λ ds

≤ cΓ −
∫ t2

t1

ϕ(η̃(s))‖Φ′λ(η̃(s))‖λ ds

= cΓ − σ0(t2 − t1) = cΓ −
1

2
σ0µ ≤ cΓ −

1

2
τ0µ

and so (5.22) is proved. We recall that η̃(T ) = η(T, γ0(s1, . . . , sl)) ∈ Λ∗. Thus

(5.26) bλ,Γ ≤ Φλ(η̃(T )) ≤ max{m0, cΓ − τ0µ/2}.

However, by Corollary 5.5, we have bλ,Γ → cΓ. This is a contradiction with

(5.26), thus Φλ(u) has a critical point uλ ∈ Dµ
λ for large enough λ and we have

completed the proof of Lemma 5.7. �

Now we give the proof of main results.

Proof of Theorem 1.1. From Lemma 5.7 there exists a family (uλ) of

positive solutions to problem (3.3) verifying the following properties:

(I) For fixed µ > 0 there exists Λ0 such that ‖uλ‖λ,RN\Ω′Γ ≤ µ for all λ ≥ Λ0.

Thus, from the proof of Lemma 4.8, for fixed sufficiently small µ, we conclude

that |uλ|∞,RN\Ω′Γ ≤ a for all λ ≥ Λ0 showing that uλ is a positive solution to

problem (1.1).

(II) Fix λn →∞ and µn → 0, the sequence (un) satisfies

• Φ′λn(uλn) = 0 for all n ∈ N,

• ‖uλn‖λn,RN\Ω′Γ → 0,

• Φλn,j(uλn)→ cj for all j ∈ Γ, and

• uλn → u in W 1,p(RN ) with u ∈W 1,p
0 (ΩΓ).

The proof of Theorem 1.1 follows. �
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