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NONLINEAR NONCOERCIVE NEUMANN PROBLEMS

WITH A REACTION CONCAVE NEAR THE ORIGIN

Pasquale Candito — Giuseppina D’Agúı

Nikolaos S. Papageorgiou

Abstract. We consider a nonlinear Neumann problem driven by the p-
Laplacian with a concave parametric reaction term and an asymptotically

linear perturbation. We prove a multiplicity theorem producing five non-

trivial solutions all with sign information when the parameter is small. For
the semilinear case (p = 2) we produce six solutions, but we are unable to

determine the sign of the sixth solution. Our approach uses critical point

theory, truncation and comparison techniques, and Morse theory.

1. Introduction

Let Ω ⊆ RN be a bounded domain with a C2-boundary ∂Ω. In this paper,

we study the following nonlinear Neumann problem:

(Pλ)

−∆pu+ β(z)|u|p−2u = λ|u|q−2u+ f(z, u) in Ω,
∂u

∂n
= 0 on ∂Ω,

for β ∈ L∞(Ω), β(z) ≥ 0 almost everywhere in Ω, with β 6= 0, ∆pu :=

div(‖∇u‖p−2∇u) the p-Laplacian operator, 1 < p < +∞, and n( · ) the out-

ward unit normal on ∂Ω. Moreover, λ > 0 is a parameter and q ∈ (1, p). So,

the term λ|x|q−2x is strictly sublinear (concave term). In addition, we assume

that the perturbation f(z, x) is a Carathéodory function (i.e. for all x ∈ R,
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z 7→ f(z, x) is measurable and for almost all z ∈ Ω, x 7→ f(z, x) is continuous)

which exhibits (p− 1)-linear growth near ±∞.

Our aim in this paper is to prove a multiplicity theorem for problem (Pλ)

for certain values of the parameter λ and provide sign information for all solu-

tions produced. More precisely, we show that for all parameters λ > 0 suitably

small, problem (Pλ) has at least five nontrivial smooth solutions, four of con-

stant sign (two positive and two negative, Proposition 3.6) and the fifth is nodal

(Theorem 4.3). In the semilinear case (p = 2), we produce six nontrivial smooth

solutions, but we are unable to determine the sign of the sixth solution (Theo-

rem 5.2).

In the past, problems with concave terms and asymptotically linear pertur-

bations were studied primarily in the context of semilinear (p = 2) Dirichlet

equations. We mention the works of de Paiva and Massa [4], Hu and Papa-

georgiou [12], Li, Wu and Zhou [16], Perera [25] and Wu and Yang [27]. Ex-

tensions to the Dirichlet p-Laplacian can be found in Guo and Zhang [10] (for

p ≥ 2), Gasinski and Papageorgiou [8] (singular problems), [9] (positive solu-

tions of anisotropic problems), Kyritsi and Papageorgiou [14] (pairs of positive

solutions) and Motreanu, Motreanu and Papageorgiou [19] (problems which have

an asymmetric reaction, superlinear in the positive direction and coercive in the

negative direction; this leads to a different geometry and a distinct multiplicity

theorem with respect to our framework). For Neumann equations we mention

the work of Motreanu, Motreanu and Papageorgiou [20], who study the equation

−∆pu+ λ|u|p−2u = f(z, u) in Ω,
∂u

∂n
= 0 on ∂Ω.

Here λ > 0 is a parameter and f(x, z) is a Carathéodory reaction exhibiting

a concave term near zero. A multiplicity result is proved (including a nodal

solution) for λ > 0 small (Theorem 4.3).

We should also mention the work of Motreanu, Motreanu and Papageor-

giou [21] which inspired our results on the semilinear case (see Section 5).

Our approach uses critical point theory, combined with suitable truncation

and comparison techniques, and with Morse theory (critical groups).

The paper is arranged as follows. In the next section, for the convenience

of the reader, we recall the main mathematical tools that we use in this work.

Section 3 is devoted to constant sign solutions for (Pλ), Section 4 to the existence

of a nodal solution, and the semilinear case is studied on Section 5.

2. Mathematical background

Let X be a Banach space and X∗ its topological dual. By 〈 · , · 〉 we denote

the duality brackets for the pair (X∗, X). Given φ ∈ C1(X), we say that φ

satisfies the “Cerami condition” (the “C-condition” for short), if the following is
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true: “Every sequence {xn}n≥1 ⊆ X such that {φ(xn)}n≥1 ⊆ R is bounded and

(1 + ‖xn‖)φ′(xn)→ 0 in X∗ as n→∞,

admits a strongly convergent subsequence”.

This compactness-type condition is in general weaker than the usual Palais–

Smale condition. Nevertheless, it is strong enough to prove a deformation theo-

rem and from it to derive the minimax theory of certain critical values of φ. In

particular, we have the following result, known in the literature as the “mountain

pass theorem”.

Theorem 2.1. If X is a Banach space, ϕ ∈ C1(X), x0, x1 ∈ X, ρ > 0,

‖x0 − x1‖ > ρ,

max{ϕ(x0), ϕ(x1)} < inf{ϕ(x) : ‖x− x0‖ = ρ} = ηρ,

c = inf
γ∈Γ

max
0≤t≤1

ϕ(γ(t))

where Γ = {γ ∈ C ([0, 1], X) : γ(0) = x0, γ(1) = x1} and ϕ satisfies the C-

condition, then c ≥ ηρ and c is a critical value of ϕ.

Important in our analysis of problem (Pλ) will be the Banach space C1(Ω).

This is an ordered Banach space with positive cone

C+ = {u ∈ C1(Ω) : u(z) ≥ 0, for all z ∈ Ω}.

This cone has nonempty interior given by

intC+ = {u ∈ C+ : u(z) > 0, for all z ∈ Ω}.

We denote by ‖·‖p the usual norm on Lp(Ω) and by ‖·‖ that on W 1,p(Ω) defined

by

‖u‖ = (‖Du‖pp + ‖u‖pp)1/p, for all u ∈W 1,p(Ω).

The same notation will also be used to denote the norm in RN . However, no

confusion is possible, since it will always be clear from the context which norm

we use.

Now, we introduce some basic definitions and results concerning the following

Neumann problem:

(Pl)

−∆pu+ β(z)|u|p−2u = l(z, u) in Ω,
∂u

∂n
= 0 on ∂Ω,

where 1 < p < +∞ and l : Ω×R→ R is a Carathéodory function with subcritical

growth with respect to the second variable, i.e.

(l∗) there exist a nonnegative and nontrivial function α ∈ L∞(Ω) and 1 <

r < p∗, such that

|l(z, x)| ≤ α(z)(1 + |x|r−1), for a.a. z ∈ Ω and all x ∈ R,
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where p∗ = pN/(N − p), if p < N and p∗ = +∞, if p ≥ N .

A weak solution of problem (Pl) is any function u ∈W 1,p(Ω) such that

(2.1)

∫
Ω

[‖Du‖p−2(Du,Dv)RN + β(z)|u|p−2uv − l(z, u)v] dz = 0,

for v ∈ W 1,p(Ω). We recall that u ∈ W 1,p(Ω) is a sub-solution, while u ∈
W 1,p(Ω) is a super-solution for problem (Pl), if ∂u/∂n ≤ 0 ≤ ∂u/∂n on ∂Ω, and∫

Ω

[‖Du‖p−2(Du,Dv)RN + β(z)|u|p−2uv − l(z, u)v] dz ≤ 0,(2.2) ∫
Ω

[‖Du‖p−2(Du,Dv)RN + β(z)|u|p−2uv − l(z, u)v] dz ≥ 0,(2.3)

for all v ∈W 1,p(Ω), v ≥ 0 almost everywhere in Ω, respectively. Set

L(z, x) =

∫ x

0

l(z, s) ds for all (z, x) ∈ Ω× R.

It is well-known that the critical points of the C1-functional

Φ(u) =
1

p
‖Du‖pp +

1

p

∫
Ω

β(z)|u(z)|p dz −
∫

Ω

L(z, u(z)) dz, u ∈W 1,p(Ω),

are the weak solutions of problem (Pl).

The following proposition is a particular case of a more general result due to

Motreanu and Papageoegiou [18].

Proposition 2.2. If u0 ∈ W 1,p(Ω) is a local C1(Ω)-minimizer of Φ, i.e.

there exists ρ0 > 0 such that

Φ(u0) ≤ Φ(u0 + h), for all h ∈ C1(Ω) with ‖h‖C1(Ω) ≤ ρ0,

then u0 ∈ C1,η(Ω) with η ∈ (0, 1) and it is a local W 1,p(Ω)-minimizer of Φ, i.e.

there exists ρ1 > 0 such that

Φ(u0) ≤ Φ(u0 + h), for all h ∈W 1,p(Ω) with ‖h‖W 1,p(Ω) ≤ ρ1.

Let x ∈ R. We set x± := max{±x, 0} and for u ∈ W 1,p(Ω), we define

u±( · ) = u( · )±. We know that u± ∈W 1,p(Ω), |u| = u+ + u− and u = u+ − u−.

The Nemytskĭı map corresponding to a measurable function h : Ω × R → R
is indicated as

Nh(u)( · ) = h( · , u( · )), for all u ∈W 1,p(Ω).

Let A : W 1,p(Ω)→W 1,p(Ω)∗ be the nonlinear map defined by

(2.4) 〈A(u), v〉 =

∫
Ω

‖Du‖p−2(Du,Dv)RN dz, u, v ∈W 1,p(Ω).

We have the following well-known result.
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Proposition 2.3. The nonlinear map A defined by (2.4) is maximal mono-

tone, it maps bounded sets to bounded sets and it is of type (S+), i.e. if un ⇀ u

in W 1,p(Ω) and lim sup
n→+∞

〈A(un), un − u〉 ≤ 0, then un → u in W 1,p(Ω).

In [24] we find

Lemma 2.4. Let β ∈ L∞(Ω) be a nonnegative and nontrivial function. Then,

there exists c0 > 0 such that

σ(u) := ‖Du‖pp +

∫
Ω

β(z)|u(z)|p dz ≥ c0‖u‖p, for all u ∈W 1,p(Ω).

Now, we introduce some suitable truncations associated with the nonlin-

earity l, which will play a crucial role in localizing the critical points of suitable

energy functionals strictly related to the functional Φ associated to problem (Pλ).

Let w and v be two functions in W 1,p(Ω), with v ≤ w, we consider the

following three Carathéodory functions lw, lv, l
w
v : Ω × R → R defined, for every

(z, x) ∈ Ω× R, by putting

lw(z, x) =

l(z, x), x ≤ w(z),

l(z, w(z)), x > w(z),
lv(z, x) =

l(z, v(z)), x < v(z),

l(z, x), x ≥ v(z),

lwv (z, x) =


l(z, v(z)), x < v(z),

l(z, x), v(z) ≤ x ≤ w(z),

l(z, w(z)), x > w(z).

Moreover, denote with Lw, Lv and Lwv the antiderivatives of lw, lv and lwv re-

spectively (for instance, Lw(z, x) =
∫ x

0
lw(z, s) ds for every (z, x) ∈ Ω× R). We

consider the following functionals defined on W 1,p(Ω):

Φw(u) =
σ(u)

p
−
∫

Ω

Lw(z, u(z)) dz, Φv(u) =
σ(u)

p
−
∫

Ω

Lv(z, u(z)) dz,

Φwv (u) =
σ(u)

p
−
∫

Ω

Lwv (z, u(z)) dz.

Such functionals, see [7], are weakly lower semicontinuous and continuously

Gâteaux differentiable on W 1,p(Ω).

We give the following results which summarize some classical results for (Pl).

Lemma 2.5. Let l : Ω× R→ R be a Carathéodory function.

(l1) Assume that (l∗) holds with r < p. Then, problem (Pl) admits a weak

solution w which is a global minimum for the functional Φ, i.e. Φ(w) =

inf{Φ(u) : u ∈W 1,p(Ω)}. In addition suppose that there exists θ ∈ R
such that

(2.5)

∫
Ω

(
θp

p
β(z)− L(z, θ)

)
dz < 0,

then w is nontrivial.
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Let w be a weak solution of problem (Pl). Then:

(l2) w ∈ C1,η(Ω), 0 < η < 1.

(l3) Suppose that, for every ρ > 0, there exists ξρ ≥ 0 such that the function

xl(z, x) + ξρ|x|p ≥ 0 for almost all z ∈ Ω provided that |x| ≤ ρ. Then,

if w is nonnegative (nonpositive) and does not vanish identically in Ω,

w ∈ intC+ (−intC+).

(l4) Assume that l(z, 0) ≥ 0 for almost all z ∈ Ω. Then every nontrivial weak

solution of problem (Pl0) turns out to be a solution of problem (Pl), as

well as, if l(z, 0) ≤ 0 for almost all z ∈ Ω, then every nontrivial weak

solution of problem (Pl0) turns out to be a solution of problem (Pl).

Proof. For completeness we give a sketch of the proof of the above asser-

tions.

(l1) Bearing in mind Lemma 2.4, because W 1,p(Ω) is embedded in Lr(Ω), for

every 1 < r < p∗, there exist two positive constants c1 and cr such that from

the growth condition (l∗), for every u ∈W 1,p(Ω), we have

Φ(u) ≥ c0‖u‖p−‖α‖∞‖u‖1−
‖α‖∞
r
‖u‖rr ≥ c0‖u‖p−c1‖α‖∞‖u‖−crr

‖α‖∞
r
‖u‖r,

which implies that Φ is coercive, since r < p. Moreover, standard arguments

show that Φ is also weakly lower semicontinuous. Since, W 1,p(Ω) is a reflexive

Banach space, the Weierstrass Theorem ensures that our conclusion holds. In

particular, by (2.5), an immediate computation furnishes that w is nontrivial.

(l2) Taking into account [11], where the authors proved that w ∈ L∞(Ω), the

assertion is an immediate consequence of the regularity results contained in [15].

(l3) Suppose that w is a nonnegative and nontrivial solution of problem (Pl).

Since, we have that ∆pw ≤ (‖β‖∞+ξρ)w
p−1, Vazquez’s maximum principle [26]

gives at once our conclusion. If w is nonpositive, we can work analogously.

(l4) If w is a nontrivial weak solution of problem (Pl0), testing (2.1) with

v = −w− and by making use of Lemma 2.4, we have

c0‖w−‖p ≤
∫

Ω

(‖Dw−‖p + β(z)|w−|p) dz = −
∫

Ω

l(z, 0)w− dz ≤ 0,

hence w ≥ 0 and therefore w is also a solution of problem (Pl). In the other

case, we work in a similar way. �

Lemma 2.6. Let w and w be respectively a sub-solution and a super-solution

of problem (Pl) such that w ≤ w, we have:

(a) If w is a critical point of Φw, then one has that w ≤ w.

(b) If w is a critical point of Φw, then one has that w ≤ w.

(c) If w is a critical point of Φww, then one has that w ≤ w ≤ w.
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Proof. We give the proof just in the first case, because in the others cases

we can work in a similar way. Since, w is a critical point of Φw, we have

A(w) + β|w|p−1w = Nlw(w).

We act on this with (w − w)+ ∈ W 1,p(Ω) and bearing in mind that w is a

super-solution for problem (Pl), we get

〈A(w), (w − w)+〉+

∫
Ω

β|w|p−2w(w − w)+ dz =

∫
Ω

lw(z, w(z))(w − w)+ dz

=

∫
Ω

lw(z, w(z))(w−w)+ dz ≤ 〈A(w), (w−w)+〉+
∫

Ω

β|w|p−2w(w−w)+ dz.

From this, we infer that∫
{w>w}

(||Dw||p−2Dw − ||Dw||p−2Dw,Dw −Dw)RN dz

+

∫
{w>w}

β(|w|p−2w − |w|p−2w)(w − w)+ dz ≤ 0.

Hence, since β ≥ 0, according to 2 ≤ p or 1 < p < 2 there exist two positive

constants b1 and b2, see Gasinski and Papageorgiou [7, p. 740], such that, for

i = 1, 2, we have

bi‖D(w − w)+‖pp +

∫
Ω

β((w − w)+)p dz ≤ 0,

which clearly implies that |{w > w}|N = 0, i.e. w ≤ w. �

Remark 2.7. We observe that if l(z, 0) ≥ 0 for almost all z ∈ Ω, we have

that w = 0 is a sub-solution of problem (Pl) as well as if l(z, 0) ≤ 0 for almost

all z ∈ Ω, we have that w = 0 is a super-solution of problem (Pl). So, it is clear

that the conclusions of Lemma 2.5 in case (l4) can be obtained also from (a) and

(b) of Lemma 2.6.

Now, we consider the following nonlinear eigenvalue problem:

(2.6)

−∆pu+ β(z)|u|p−2u = λ|u|p−2u in Ω;
∂u

∂n
= 0 on Ω,

with β ∈ L∞(Ω), nonnegative and nontrivial. A more general version of (2.6) is

studied in [22], where the potential function β( · ) is indefinite (i.e. sign changing).

So, in [22], it is proved that problem (2.6) has a smallest eigenvalue λ̂1(β). In

our case, for this eigenvalue, we have:

• λ̂1(β) > 0, see Lemma 2.4;

• λ̂1(β) is simple (i.e. if u, v are two eigenfunctions corresponding to λ̂1(β),

then u = ξv for some ξ 6= 0);
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• λ̂1(β) is isolated (i.e. there exists ε > 0 such that
(
λ̂1(β), λ̂1(β)+ε

)
does

not contain any eigenvalue of (−∆p,W
1,p(Ω), β).

The eigenvalue has the following variational characterization:

(2.7) λ̂1(β) = inf

{
σ(u)

‖u‖pp
: u ∈W 1,p(Ω), u 6= 0

}
,

where σ(u) has been introduced in Lemma 2.4. The infimum is actually realized

on the one dimensional eigenspace corresponding to λ̂1(β) > 0. It is clear from

(2.7) that the elements of this eigenspace do not change sign. By û1 we denote the

positive, Lp-normalized (i.e. ‖û1‖p = 1) eigenfunction corresponding to λ̂1(β) >

0. Lemma 2.5 implies that û1 ∈ intC+.

Using the isolation of λ̂1(β) > 0, we can also define the second eigenvalue

λ̂2(β) > 0 and via the Lusternik–Schnirelmann minimax scheme, we can have

a whole sequence {λ̂k(β)}k≥1 of distinct eigenvalues (usually called “variational

eigenvalues”) such that λ̂k(β) ↑ +∞. We do not know if these are all eigenvalues.

This is the case, if N = 1 (ordinary differential equations) or p = 2 (linear

eigenvalue problem).

In this latter case, by E(λ̂k(β)), we denote the eigenspace corresponding to

λ̂k(β). As a direct consequence of this property, we have that

(θ1) If Θ(z) ≥ λ̂k(β) for almost all z ∈ Ω, Θ(z) 6= λ̂k(β) with k ≥ 1, then

σ(u)−
∫

Ω

Θu2 dz ≤ −ε1‖u‖2 for all u ∈
k⊕
i=1

E(λ̂i(β)), and some ε1 > 0.

(θ2) If Θ(z) ≤ λ̂k+1(β) for almost all z ∈ Ω, Θ(z) 6= λ̂k(β) with k ≥ 1, then

σ(u)−
∫

Ω

Θu2 dz ≥ ε2‖u‖2 for all u ∈
⊕
i≥k+1

E(λ̂i(β)) and some ε2 > 0.

Next let us recall some basic facts from Morse theory. Let X be a Banach

space and let (Y1, Y2) be a topological pair such that Y2 ⊆ Y1 ⊆ X. For every

integer k ≥ 0, by Hk(Y1, Y2) we denote the kth relative singular homology group

with integer coefficients. For k < 0, we have Hk(Y1, Y2) = 0.

Given ϕ ∈ C1(X) and c ∈ R, we introduce the following sets:

ϕc := {x ∈ X : ϕ(x) ≤ c},

Kϕ := {x ∈ X : ϕ′(x) = 0}, Kc
ϕ := {x ∈ Kϕ : ϕ(x) = c}.

Let u ∈ X be an isolated critical point of ϕ with ϕ(x) = c (i.e. u ∈ Kc
ϕ). The

critical groups of ϕ at u are defined by

Ck(ϕ, u) = Hk(ϕc ∩ U,ϕc ∩ U \ {u}), for all k ≥ 0,

where U is a neighbourhood of u such that Kϕ ∩ ϕc ∩ U = {u}. The excision

property of singular homology implies that this definition of critical groups is

independent of the particular choice of the neighbourhood U .
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Suppose that ϕ ∈ C1(X) satisfies the “C-condition” and inf ϕ(Kϕ) > −∞.

Let c < inf ϕ(Kϕ). The critical groups of ϕ at infinity are defined by

Ck(ϕ,∞) = Hk(X,ϕc), for all k ≥ 0.

By virtue of the second deformation theorem (see, for example, Gasinski–Papage-

orgiou [7, p. 628]), we have that the above definition of critical groups at infinity

is independent of the choice of the level c < inf ϕ(Kϕ).

3. Solutions of constant sign

In this section, we produce nontrivial solutions of constant sign and we lo-

calize them. For this purpose, we introduce the following conditions on the data

of (Pλ).

H(β) β ∈ L∞(Ω) is a nonnegative and nontrivial function.

(H1) Let f : Ω×R→ R be a Carathéodory function such that f(z, 0) = 0 for

almost all z ∈ Ω and satisfying:

(a) for every ρ > 0, there exists aρ ∈ L∞(Ω) such that |f(z, x)| ≤ aρ(z)
for almost all z ∈ Ω and all |x| ≤ ρ;

(b) there exist η ∈ L∞(Ω) and a positive constant η̂ such that η(z) ≥
λ̂1(β) almost everywhere in Ω and

η(z) ≤ lim inf
x→±∞

f(z, x)

|x|p−2x
≤ lim sup

x→±∞

f(z, x)

|x|p−2x
≤ η̂ uniformly for a.a. z ∈ Ω;

(c) there exist ξ0 > 0 and τ ∈ (q, p] such that

ξ0 ≤ lim inf
x→±∞

xf(z, x)− pF (z, x)

|x|τ
uniformly for a.a. z ∈ Ω,

with F (z, x) =
∫ x

0
f(z, s) ds, (z, x) ∈ Ω× R;

(d) there exist δ0 ∈ (0, 1) and r > p such that

0 ≤ xf(z, x) ≤ c1|x|r, for a.a. z ∈ Ω and |x| ≤ δ0, and some c1 > 0,

and for every µ ∈ (0, δ0), we can find εµ > 0 such that

εµ ≤ |f(z, x)|, for a.a. z ∈ Ω and all x ∈ [µ, δ0];

(e) for every ρ > 0, there exists ξρ > 0 such that for almost all z ∈ Ω,

the function

x 7→ f(z, x) + ξρ|x|p−2x ∈ R,

is nondecreasing on [−ρ, ρ].

Just to show that the class of functions satisfying H(β) and (H1) is nonempty,

we give
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Example 3.1. Let α ∈ C0(Ω) with inf
z∈Ω

α(z) ≥ α0 > 0 and let µ, η, r, c1 and

c2 be five positive constants such that

q < η < p < r, c2 − c1 = 1, c2α0 > λ̂1(β).

The following function, defined in Ω× R, satisfies hypotheses (Hβ) and (H1):

f(z, x) =

α(z)|x|r−2x, |x| ≤ 1,

α(z)(c2|x|p−2x− c1|x|η−2x), |x| > 1.

Now, to study problem (Pλ), for every λ > 0, we consider the following

Carathéodory function lλ : Ω× R→ R defined by

lλ(z, x) = λ|x|q−2x+ f(z, x), (z, x) ∈ Ω× R,

and the corresponding energy functional Φλ : W 1,p(Ω)→ R given by

Φλ(u) =
σ(u)

p
−
∫

Ω

Lλ(z, u(z)) dz, for all u ∈W 1,p(Ω),

where σ(u) is given in Lemma 2.4 and Lλ(z, x) =
∫ x

0
lλ(z, s)ds for (z, x) ∈

Ω × R. Evidently Φλ ∈ C1(W 1,p(Ω)). Hypothesis (H1)(b) makes Φλ indefinite

(noncoercive).

Proposition 3.2. If hypotheses H(β) and (H1)(d), (e) hold, then there ex-

ists λ∗ > 0 such that for every λ ∈ (0, λ∗) problem (Pλ) has two nontrivial

constant sign solutions u0 ∈ intC+ and v0 ∈ −intC+, both local minimizers of

the functional Φλ.

Proof. Let û1 ∈ intC+ be the positive Lp-normalized principal eigenfunc-

tion for problem (2.6). Since 1 < q < p and δ0 ∈ (0, 1) is as in (H1)(d), there

exists t ∈ (0, 1), small enough, such that

(3.1) tû1(z) ∈ (0, δ0], (λ̂1(β) + ‖β‖∞)(tûp−1
1 (z)) ≤ λ(tûq−1

1 (z))

for all z ∈ Ω. From this, owing to (H1)(d), we prove that u := tû1 ∈ intC+ is

a sub-solution of problem (Pλ). Indeed, one has

(3.2) −∆pu(z) + β(z)up−1(z) ≤ (λ̂1(β) + ‖β‖∞)up−1 ≤ λuq−1(z) + f(z, u(z)).

To construct a super-solution for problem (Pλ), we use the following auxiliary

Neumann problem:

−∆pc+ β(z)cp−1 = 1 in Ω,
∂c

∂n
= 0 on ∂Ω, c > 0,

which, by Lemma 2.5, admits a solution c ∈ intC+.

Claim. There exists λ∗ > 0 such that for every λ ∈ (0, λ∗) we can find

η1 = η1(λ) ∈ (0, δ0/‖c‖∞) such that

(3.3) λ(η1‖c‖∞)q−1 + c1(η1‖c‖∞)r−1 < ηp−1
1 ,
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where c1 is involved in (H1)(d). We argue by contradiction. So, suppose that

the claim is not true. Then, we can find λn → 0+ such that, for every η ∈
(0, δ0/‖c‖∞), we have

ηp−1 ≤ λn(η‖c‖∞)q−1 + c1(η‖c‖∞)r−1.

From this, when n tends to +∞, we get ηp−1 ≤ c1(η‖c‖∞)r−1, that is 1 ≤
c1η

r−p‖c‖r−1
∞ . Since r > p and η ∈ (0, δ0/‖c‖∞) is arbitrary, when η → 0+, we

reach a contradiction and this proves the claim.

Let u = η1c ∈ intC+. We observe that u(z) = η1c(z) ≤ δ0 for all z ∈ Ω and

by making use of (3.3) and (H1)(d), for almost all z ∈ Ω, we obtain

−∆pu(z) + β(z)up−1 = ηp−1
1 [A(c) + βcp−1] = ηp−1

1(3.4)

>λuq−1(z) + c1u
r−1 ≥ λuq−1(z) + f(z, u(z)),

that is, u is a super-solution of problem (Pλ). Since u ∈ intC+, by taking

t ∈ (0, 1) even smaller, we can have u = tû1 ≤ u.

We consider the following truncation of the reaction term of (Pλ) (see Lem-

ma 2.5):

(lλ)uu(z, x) :=


lλ(z, u(z)), x < u(z),

lλ(z, x), u(z) ≤ x ≤ u(z),

lλ(z, u(z)), x > u(z),

where lλ(z, x) = λ|x|q−2x + f(z, x) with (z, x) ∈ Ω × R and the corresponding

C1-functional, namely

(Φλ)uu(u) =
σ(u)

p
−
∫

Ω

(Lλ)uu(z, u(z)) dz, for all u ∈W 1,p(Ω).

Using Lemmas 2.5 and 2.6, the functional (Φλ)uu admits a critical point u0 ∈
intC+ which is a global minimum such that u ≤ u0 ≤ u. More precisely, we can

improve this conclusion, we prove that

(3.5) u0 ∈ intC1(Ω)[u, u].

Indeed, let δ ∈
(

0,min
Ω
u0

)
and set uδ = u0 − δ ∈ intC+. Let ρ = ‖u‖∞ and

let ξρ > 0 be as postulated in (H1)(e). We have that there exists θ(δ) → 0+ as

δ → 0+, such that, by (3.1), we get

−∆puδ(z) + (β(z) + ξρ)u
p−1
δ (z)(3.6)

≥ −∆pu0(z) + (β(z) + ξρ)u
p−1
0 (z)− θ(δ)

=λuq−1
0 (z) + f(z, u0(z)) + ξρu

p−1
0 (z)− θ(δ)

≥λuq−1(z)(z) + f(z, u(z)) + ξρu
p−1(z)− θ(δ)

≥ −∆pu(z) + β(z)up−1(z) + ξρu
p−1(z) + f(z, u(z))− θ(δ).
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Let µ = min
Ω
u > 0, with u ∈ intC+. Then by virtue of hypothesis (H1)(d), we

have f(z, u(z)) ≥ ξµ > 0, for almost all z ∈ Ω. Thus, since θ(δ)→ 0+ as δ → 0+,

we can find δ∗ such that, for all δ ∈ (0, δ∗], we have

f(z, u(z)) ≥ ξµ ≥ θ(δ), for a.a. z ∈ Ω.

Hence from (3.6), we have

−∆puδ(z) + (β(z) + ξρ)u
p−1
δ (z) ≥ −∆pu(z) + (β(z) + ξρ)u

p−1(z) a.e. in Ω,

which implies that

(3.7) u ≤ uδ ⇒ u0−, u ∈ intC+.

Similarly, taking into account (3.3) and (3.4), if for δ > 0 we set ûδ = uδ + δ ∈
intC+, then

−∆pûδ(z) + β(z)ûp−1
δ (z)

≤ −∆pu0(z) + β(z)up−1
0 (z) + ρ̂(δ) with ρ̂(δ) as δ → 0+,

=λuq−1
0 (z) + f(z, u0(z)) + ρ̂(δ)

≤λuq−1
0 (z) + c1u

p−1
0 (z) + ρ̂(δ)

≤λ(η1‖c‖∞)q−1 + c1(η1‖c‖∞)r−1 + ρ̂(δ)

≤ ηp−1
1 for all δ ∈ (0, δ∗),

for some δ∗ > 0,

= −∆pu+ β(z)up−1(z) a.e. in Ω.

Hence, arguing in a similar way as in the proof of Lemma 2.6, it follows that

ûδ ≤ u which ensures that

(3.8) u− u0 ∈ intC+.

From (3.7) and (3.8), we have u0 ∈ intC1(Ω)[u, u] and it follows that

Φλ|[u,u] = (Φλ)uu|[u,u] + d, for some d ∈ R+.

Therefore, we have that u0 is a local C1(Ω)-minimizer of Φλ and thanks to

Proposition 2.2, a local W 1,p(Ω)-minimizer of Φλ.

Working with (lλ)vv(z, x), we can produce as above a nontrivial negative so-

lution v0 ∈ −intC+ with v0 ∈ intC1(Ω)[v, v], where v = −η1c and v = −tû1 with

t ∈ (0, 1) small. Moreover, v0 is a local minimizer of Φλ. �

To produce extremal constant sign solutions for problem (Pλ) for every

λ ∈ (0, λ∗), i.e. a smallest nontrivial positive solution and a biggest nontriv-

ial negative solution, we consider the following auxiliary problem:

(3.9) −∆pu+ β(z)|u|p−2u = λ|u|q−2u in Ω,
∂u

∂n
= 0 on ∂Ω.



Nonlinear Noncoercive Neumann Problems 301

For this problem we have the following result.

Proposition 3.3. If hypothesis H(β) holds and λ > 0, then problem (3.9)

admits a unique positive solution ûλ ∈ intC+ and a unique negative solution

v̂λ = −ûλ ∈ −intC+.

Proof. Since q < p, the existence of a nontrivial solution ûλ ∈ intC+ is an

immediate consequence of Lemma 2.5. To prove the uniqueness, we consider the

integral functional γ+ : L1(Ω)→ R = R ∪ {+∞} defined by

γ+(u) :=


1

p
‖Du1/p‖pp +

1

p

∫
Ω

β(z)u(z) dz for u ≥ 0, u1/p ∈W 1,p(Ω),

+∞ otherwise.

From Diaz–Saá [5, Lemma 1], we know that γ+ is convex. Also, by Fatou’s

Lemma, γ+ is lower semicontinuos.

Let u, v ∈ intC+ be two nontrivial positive solutions of (3.9). Then u, v ∈
dom γ+ and if h ∈ C1(Ω) for t ∈ (−1, 1) small in absolute value, we have that

u+ th and v+ th ∈ dom γ+ and so γ+ is Gâteaux differentiable at u and v in the

direction h. In fact, using the chain rule and the density of C1(Ω) in W 1,p(Ω),

for every h ∈W 1,p(Ω) we have

γ′+(up)(h) =
1

p

∫
Ω

−∆pu+ βup−1

up−1
h dz, γ′+(vp)(h) =

1

p

∫
Ω

−∆pv + βvp−1

vp−1
h dz.

By virtue of the convexity of γ+, we have that the map u 7→ γ′+(u) is monotone

and so it follows

0 ≤ p〈γ′+(up)− γ′+(vp), up − vp〉L1(Ω)

=

∫
Ω

(
−∆pu+ βup−1

up−1
− −∆pv + βvp−1

vp−1

)
(up − vp) dz

=λ

∫
Ω

(
1

up−q
− 1

vp−q

)
(up − vp)dz ≤ 0

which implies that u = v. This proves the uniqueness of the solution ûλ ∈ intC+.

Since the nonlinearity |u( · )|q−2u( · ) is odd, v̂λ = −ûλ ∈ −intC+ is the unique

negative solution of problem (3.9). �

Another auxiliary result that we will need to reach our goal of establishing

the existence of extremal nontrivial constant sign solutions for problem (Pλ) for

every λ ∈ (0, λ∗) is the following:

Proposition 3.4. If hypotheses H(β) and (H1)(d), (e) hold, λ ∈ (0, λ∗) and

t ∈ (0, 1), then problem (Pλ) has a smallest solution in [tu, u] and a biggest

solution in [v, tv].

Proof. Let Ŝ+
λ be the set of solutions of (Pλ) in the order interval [tu, u]

(see the proof of Proposition 3.2). From Aizicovici, Papageorgiou and Staicu [1],
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we know that the set Ŝ+
λ is downward directed (i.e. if u1, u2 ∈ Ŝ+

λ , there exists

u ∈ Ŝ+
λ such that u ≤ u1 and u ≤ u2). Let C ⊆ Ŝ+

λ be a chain (i.e. a totally

ordered subset of Ŝ+
λ ). From Dunford and Schwartz [6], we can find a sequence

{un}n≥1 ⊆ C such that inf C = inf
n≥1

un. Clearly, for every n ≥ 1, we have

(3.10) A(un) + βup−1
n = λuq−1

n +Nf (un), un ∈ [tu, u].

Consequently, it is a simple matter to see that the sequence {un} is bounded in

W 1,p(Ω). So, we may assume that

(3.11) un ⇀ u in W 1,p(Ω) and un → u in Lp(Ω) as n→∞.

On (3.10) we act with un − u ∈ W 1,p(Ω), pass to the limit as n → ∞ and use

(3.11) to prove that

lim
n→∞

〈A(un), un − u〉 = 0,

which implies, see Proposition 2.3,

(3.12) un → u ∈W 1,p(Ω).

Therefore, if in (3.10) we pass to the limit as n → ∞ and use (3.12), then we

have

A(u) + βup−1 = λuq−1 +Nf (u),

that is u ∈ Ŝ+
λ and u = inf C. Since C is an arbitrary chain in Ŝ+

λ , by virtue of

the Kuratowski–Zorn Lemma, we have that there exists a minimal element û0 of

Ŝ+
λ . Let v ∈ Ŝ+

λ . Since Ŝ+
λ is downward directed, we can find y ∈ Ŝ+

λ such that

y ≤ û0 and y ≤ v. The minimality of û0 implies that û0 = y and û0 ≤ v, hence

û0 is the smallest element of Ŝ+
λ .

Let Ŝ−λ be the set of solutions in the order interval [v, tv]. This set is upward

directed (i.e. if v1, v2 ∈ Ŝ−λ , there exists v ∈ Ŝ−λ such that v ≥ v1 and v ≥ v2,

see [1]). Reasoning as above, via the Kuratowski–Zorn Lemma, we produce

v̂0 ∈ −intC+, the biggest element of Ŝ−λ . �

Now, we are ready to produce the extremal nontrivial constant sign solutions

for problem (Pλ) for every λ ∈ (0, λ∗).

Proposition 3.5. If hypotheses H(β) and H1(d), (e) hold and λ ∈ (0, λ∗),

then problem (Pλ) has a smallest positive solution u∗ ∈ intC+ and a biggest

negative solution v∗ ∈ −intC+.

Proof. Let εn ∈ (0, 1), εn ↓ 0+. For all n ≥ 1, from Proposition 3.4 we

know that problem (Pλ) has a smallest solution ûn ∈ [un = εnu, u]. Moreover,

we have

−∆pûn(z) + β(z)ûp−1
n (z) = λûq−1

n (z) + f(z, ûn(z)) a.a. z ∈ Ω,

∂ûn
∂n

= 0 on ∂Ω.
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From Lieberman [15, Theorem 2], we can find θ ∈ (0, 1) and M1 > 0 such that

(3.13) ûn ∈ C1,θ(Ω) and ‖ûn‖C1,θ(Ω) ≤M1, for all n ≥ 1.

From the compact embedding of C1,θ(Ω) into C1(Ω) and (3.13), we see that we

may assume that

(3.14) ûn → u∗ in C1(Ω).

By contradiction, we suppose that u∗ = 0. Then, we can find n0 ≥ 1 such that

ûn(z) ∈ (0, δ0] for all z ∈ Ω and all n ≥ n0. In particular, by (H1)(d), we have

(3.15) f(z, x) ≥ 0, for a.a. z ∈ Ω, all x ∈ [0, ûn(z)] and all n ≥ n0.

Since ûn ∈ intC+, we can find tn > 0 such that tnûλ ≤ ûn, where ûλ is the unique

positive solution of problem (3.9) (see, Marano and Papageorgiou in [17]). Let

tn > 0 be the biggest such positive numbers and suppose that tn ∈ (0, 1). For

δ > 0, let ûδλ = ûλ + δ ∈ intC+. Let ρ = ‖u‖∞ and let ξρ > 0 be as postulated

by hypothesis (H1)(e). Bearing in mind (3.9) and Proposition 3.3 as well as that

q < p, we can find µ(δ) → 0+ as δ → 0+, and δ∗ > 0 such that, for all n ≥ n0,

we have

−∆p(tnû
δ
λ) + (β(z) + ξρ)(tnû

δ
λ)p−1

≤ tp−1
n [−∆p(ûλ) + (β(z) + ξρ)û

p−1
λ ]

= tp−1
n λûq−1

λ + ξρ(tnûλ)p−1 + µ(δ)

=λ(tnûλ)q−1 + ξρ(tnûλ)p−1 + λ(tp−1
n − tq−1

n )ûq−1
λ + µ(δ)

≤λ(tnûλ)q−1 + ξρ(tnûλ)p−1 for δ ∈ (0, δ∗]

≤λ(tnûλ)q−1 + f(z, tnûλ) + ξρ(tnûλ)p−1

≤λûq−1
n + f(z, ûn) + ξρû

p−1
n

= −∆pûn + (β(z) + ξρ)û
p−1
n (z), a.e. in Ω.

From this, by standard arguments, we infer that tnû
δ
λ ≤ ûn for all n ≥ n0 and

all δ ∈ (0, δ∗] which implies that ûn − tnûλ ∈ intC+ and this contradicts the

maximality of tn > 0. Therefore, we have tn ≥ 1 for all n ≥ 1. Hence, one

has ûλ ≤ ûn for all n ≥ 1. So, it results that 0 < ûλ ≤ u∗, i.e. u∗ > 0, again

a contradiction. Therefore, u∗ 6= 0 and u∗ ∈ intC+ and ûλ ≤ u∗. Moreover,

since

A(ûn) + βûp−1
n = λûq−1

n +Nf (ûn), for all n ≥ 1,

passing to the limit as n→∞ and using (3.14), we obtain

A(u∗) + βup−1
∗ = λuq−1

∗ +Nf (u∗),
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so u∗ ∈ intC+ is a solution of (Pλ). Clearly, u∗ ∈ intC+ is the smallest non-

trivial positive solution of (Pλ). Similarly, we produce v∗ ∈ −intC+ the biggest

nontrivial negative solution of (Pλ). �

Proposition 3.6. If hypotheses H(β) and (H1) hold and λ ∈ (0, λ∗), then

problem (Pλ) has two more nontrivial constant sign solutions:

û ∈ intC+, v̂ ∈ −intC+ and u0 ≤ û, u0 6= û, v̂ ≤ v0, v̂ 6= v0.

Proof. From Proposition 3.2 we know that problem (Pλ) has a nontrivial

solution u0 in the order interval

[0, u] = {u ∈W 1,p(Ω) : 0 ≤ u(z) ≤ u(z) a.e. in Ω}.

We may assume that u0 is the only nontrivial solution of (Pλ) in [0, u] (otherwise

we already have a second nontrivial solution of (Pλ) and the two solutions are

ordered, since the solution set is downward directed). Using u0 ∈ intC+, we

introduce the following truncation of the reaction in problem (Pλ):

(3.16) (lλ)u0(z, x) =

λu
q−1
0 (z) + f(z, u0(z)) if x < u0(z),

λxq−1 + f(z, x) if x ≥ u0(z).

This is a Carathéodory function and, using the notation adopted is Section 2,

we set

(Φλ)u0
(u) =

σ(u)

p
−
∫

Ω

(Lλ)u0
(z, u(z))dz, for all u ∈W 1,p(Ω).

Claim 1. The function (Φλ)u0 satisfies the C-condition.

Let {un} ∈W 1,p(Ω) be a sequence such that

(3.17) |(Φλ)u0(un)| ≤M2, for some M2 > 0, for all n ≥ 1,

and

(3.18) (1 + ‖un‖)((Φλ)′u0
(un))→ 0+ in W−1,p′(Ω), as n→∞.

From the latter, we have

|〈(Φλ)′u0
(un), v〉| ≤ εn

1 + ‖un‖
‖v‖, for all v ∈W 1,p(Ω), with εn ↓ 0+,

that is,

(3.19)

∣∣∣∣〈A(un), v〉+

∫
Ω

β|un|p−2unv dz −
∫

Ω

(lλ)u0(z, un)v dz

∣∣∣∣ ≤ εn
1 + ‖un‖

‖v‖.

Putting v = −u−n ∈W 1,p(Ω), from the previous inequality, an easy computation

gives σ(u−n ) ≤ εn for all n ≥ 1, which, by Lemma 2.4, clearly ensures that

(3.20) u−n → 0 in W 1,p(Ω).
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Next, in (3.19), we choose v = u+
n ∈ W 1,p(Ω). Then, because u0 ∈ intC+, see

also (3.15), we have

(3.21) −σ(u+
n ) + λ

∫
{un>u0}

un
q +

∫
{un>u0}

f(z, u+
n )u+

n dz ≤M3,

for some M3 > 0. On the other hand, from (3.17) and (3.20) we get

(3.22) σ(u+
n )− λp

q

∫
{un>u0}

un
q −

∫
{un>u0}

pF (z, un) dz ≤M4

for some M4 > 0 and all n ≥ 1. Adding (3.21) and 3.22, we obtain

(3.23)

∫
Ω

[f(z, u+
n )u+

n − pF (z, u+
n ) dz] dz ≤M5 + λ

(
p

q
− 1

)∫
Ω

(u+
n )q dz,

for some M5 > 0 and all n ≥ 1. From hypothesis (H1)(c), there exist ξ1 ∈ (0, ξ0)

and M6 > 0 such that

(3.24) ξ1|x|τ ≤ f(z, x)x− pF (z, x), for a.a. z ∈ Ω and all |x| ≥M6.

On the other hand, hypothesis (H1)(a) implies that there exists M7 > 0 such

that

(3.25) |f(z, x)x− pF (z, x)| ≤M4, for a.a. z ∈ Ω and all |x| ≤M6.

Combining (3.24) and (3.25), one has

(3.26) ξ1|x|τ −M8 ≤ f(z, x)x− pF (z, x), for a.a. z ∈ Ω and all x ≥ 0.

Returning to (3.23) and using (3.26), we obtain

(3.27)

∫
Ω

(u+
n )τ dz ≤M9 + λ

(
p

q
− 1

)∫
Ω

(u+
n )q dz,

for some M9 > 0 and all n ≥ 1. Since q < τ ≤ p, from (3.27) we infer that

(3.28) {u+
n } ⊆ Lτ (Ω) is bounded.

First suppose that N 6= p. Recall that τ ≤ p < p∗. So, we can find t ∈ [0, 1)

such that
1

p
=

1− t
τ

+
t

p∗
.

Invoking the interpolation inequality (see, for example, Gasinski–Papageorgiou

[7, p. 905]) we have

‖u+
n ‖p ≤ ‖u+

n ‖1−tτ ‖u+
n ‖tp∗ , for all n ≥ 1,

which implies that

(3.29) ‖u+
n ‖pp ≤M10‖u+

n ‖tp, for some M10 > 0 and for all n ≥ 1.

Moreover, from (3.19) with v = u+
n ∈W 1,p(Ω), we have

(3.30)

∣∣∣∣σ(u+
n )−

∫
Ω

(lλ)u0
(z, un)u+

n

∣∣∣∣ ≤ εn, for all n ≥ 1.
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But from (H1)(a), (b) and (3.16) we have

(3.31) |x(lλ)u0
(z, x)| ≤ c4(1 + |x|p), for a.a. z ∈ Ω, all x ∈ R, some c4 > 0.

Therefore, owing to Lemma 2.4, exploiting (3.30), (3.31) and (3.29), we can

assert that

(3.32) c0‖u+
n ‖p ≤ c5(1 + ‖u+

n ‖pp) ≤ c6(1 + ‖u+
n ‖tp),

for some c5, c6 > 0 and all n ≥ 1. Recall that t ∈ [0, 1). So tp < p and from the

previous inequality, it follows that

(3.33) {u+
n } ⊆W 1,p(Ω) is bounded.

Now, suppose that N = p. In this case p∗ = +∞ and by the Sobolev embedding

theorem one has that W 1,p(Ω) ↪→ Lr(Ω) for all r ∈ [1,+∞). So, in the above

argument we replace p∗ with r ∈ [1,+∞) big and again we reach (3.33).

Putting together (3.20) and (3.33) we infer that {un} ⊂W 1,p(Ω) is bounded.

Consequently, we may assume that

(3.34) un ⇀ u in W 1,p(Ω) and un → u in Lp(Ω).

In (3.19), we let v = un − u ∈ W 1,p(Ω), pass to the limit as n → +∞ and use

(3.34), we can realize that

lim
n→+∞

〈A(un), un − u〉 = 0,

and since A is an operator of type S+, see Proposition 2.3, we obtain that un → u

in W 1,p(Ω) and this proves Claim 1.

Claim 2 u0 ∈ intC+ is a local minimizer of (Φλ)u0 .

To this end we use the following truncation of lλ(z, x):

(3.35) (lλ)uu0
(z, x) :=


lλ(z, u0(z)) if x < u0(z),

lλ(z, x) if u0(z) ≤ x ≤ u(z),

lλ(z, u(z)) if x > u(z).

According to Lemmas 2.5 and 2.6, we point out that the functional

(Φλ)uu0
: W 1,p(Ω)→ R

defined by

(Φλ)uu0
(u) =

σ(u)

p
−
∫

Ω

(Lλ)uu0
(z, u(z)) dz, for all u ∈W 1,p(Ω),

admits a global minimum û0 ∈ W 1,p(Ω) such that u0 ≤ û0 ≤ u. But recall

that we have assumed that u0 is the only nontrivial solution of (Pλ) in the order

interval [0, u], it follows that u0 ≤ û0 = u0.

From the proof of Proposition 3.2, we have that u − u0 ∈ intC+. Hence,

note that (Φλ)uu0
(u) = (Φλ)u0(u) for all u ∈ [0, u], we deduce that u0 is a C1(Ω)
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local minimizer of (Φλ)u0
and, owing to Proposition 2.2, W 1,p(Ω)-minimizer of

(Φλ)u0
. So, Claim 2 is verified.

It is not restrictive to assume that u0 is an isolated element of K(Φλ)u0
.

Otherwise, we obtain a sequence of distinct nontrivial positive solutions of (Pλ)

belonging to intC+, see Lemma 2.5. So, we assume that u0 is an isolated crit-

ical point of the functional (Φλ)u0
which is a local minimizer (see Claim 2).

Therefore, we can find ρ ∈ (0, 1) small such that

(3.36) (Φλ)u0(u0) < inf[(Φλ)u0(u) : ‖u− u0‖ = ρ] = m+
λ .

For t > 0, we have

(Φλ)u0
(tû1) =

tp

p
σ(û1)−

∫
Ω

(Lλ)u0
(z, tû1(z)) dz

=
tp

p
λ̂1(β)−

∫
Ω

(Lλ)u0
(z, tû1(z)) dz

≤ tp

p
λ̂1(β)− λ

q
tq‖û1‖qq −

∫
Ω

F (z, tû1(z)) dz +M11,

for some M11 > 0. Hypothesis (H1)(b) implies that, given ε > 0, we can find

M12 = M12(ε) such that

F (z, x) ≥ 1

p
(η(z)− ε)xp, for a.a. z ∈ Ω and x ≥M12.

Using the above estimates, for some M13 > 0, we have

(Φλ)u0(tû1) ≤ tp

p
λ̂1(β)− λtq

q
‖û1‖qq −

tp

p

∫
Ω

ηûp1 dz +
εtp

p
+M13

≤ tp

p

[ ∫
Ω

(λ̂1(β)− η(z)û1(z)p) dz + ε

]
+M13.

Since û1 ∈ intC+ and η(z) ≥ λ̂1(β) almost everywhere in Ω, η 6= λ̂1(β), we have

ε∗ =

∫
Ω

(η(z)− λ̂1(β))ûp1(z) dz > 0,

and

(Φλ)u0(tû1) ≤ tp

p
[−ε∗ + ε] +M13.

Choosing ε ∈ (0, ε∗), from the above inequality, we infer that

(3.37) (Φλ)u0
(tû1)→ −∞ as t→ +∞.

Claim 1, (3.36) and (3.37) permit the use of Theorem 2.1 (the mountain pass

theorem) and we obtain for the functional (Φλ)u0 a critical point û ∈ W 1,p(Ω)

such that

(Φλ)u0
(u0) < m+

λ ≤ (Φλ)u0
(û).

Clearly û 6= u0 and, by Lemma 2.6, we have u0 ≤ û and so û is a second nontrivial

positive solution of (Pλ). Also we have that û ∈ intC+.
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Similarly, starting with v0 ∈ −intC+ and working as above we produce

a second nontrivial negative solution v̂ ∈ −intC+ of (Pλ) such that v̂ ≤ v0 with

v̂ 6= v0. �

4. Nodal solutions

In this section, we turn out our attention to the existence of nodal (i.e. sign

changing) solutions of (Pλ). We start by computing the critical groups of Φλ at

the origin.

Proposition 4.1. If hypotheses H(β) and (H1) hold and λ > 0, then

Ck(Φλ, 0) = 0, for all k ≥ 0.

Proof. By virtue of hypothesis (H1)(d) for η ∈ (q, p), for almost all z ∈ Ω,

all |x| ≤ δ0, we have

η

(
λ

q
|x|q +F (z, x)

)
− (λ|x|q + f(z, x)x) = λ

(
η

q
− 1

)
|x|q + ηF (z, x)− f(z, x)x

≥ λ
(
η

q
− 1

)
|x|q − f(z, x)x ≥ λ

(
η

q
− 1

)
|x|q − c1|x|r.

Since η > q and q < r, we can use Proposition 2.1 of Jiu–Su ([13]) and conclude

that Ck(Φλ, 0) = 0 for all k ≥ 0. �

Let u∗ ∈ intC+ and v∗ ∈ −intC+ be the two extremal nontrivial constant

solutions, we introduce the following truncation of the reaction in (Pλ):

(4.1) (lλ)u∗v∗ (z, x) =


λ|v∗(z)|q−2v∗(z) + f(z, v∗(z)) if x < v∗(z),

λ|x|q−2x+ f(z, x) if v∗(z) ≤ x ≤ u∗(z),
λ|u∗(z)|q−2u∗(z) + f(z, u∗(z)) if u∗(z) < x,

we set

(Lλ)u
∗

v∗ (z, x) =

∫ x

0

(lλ)u∗v∗ (z, s) ds

and consider the C1-functional (Φλ)u
∗

v∗ : W 1,p(Ω)→ R defined by

(Φλ)u
∗

v∗ (u) =
1

p
σ(u)−

∫
Ω

(Lλ)u
∗

v∗ (z, u(z)) dz, for all u ∈W 1,p(Ω).

Proposition 4.2. If hypotheses H(β) and (H1) hold and λ > 0, then

Ck((Φλ)u
∗

v∗ , 0) = 0, for all k ≥ 0.

Proof. We consider the homotopy

hλ(t, u) = (1− t)(Φλ)u
∗

v∗ (u) + tΦλ(u), for all (t, u) ∈ [0, 1]×W 1,p(Ω).

Evidently, (Φλ)u
∗

v∗ is coercive and standard arguments prove that it satisfies the

C-condition. Moreover, a simple modification of the proof of Claim 1 in the

proof of Proposition 3.6 shows that the functional Φλ satisfies the C-condition.
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Claim. We may assume that there exists ρ ∈ (0, 1) small enough such that

u = 0 is the only critical point of hλ(t, · )t∈[0,1] in Bρ = {u ∈W 1,p(Ω) : ‖u‖ ≤ ρ}.
Indeed, suppose we can find {tn}n≥1 ⊆ [0, 1] and {un}n≥1 ⊆W 1,p(Ω) such that

(4.2) tn → t, un → 0 in W 1,p(Ω) and (hλ)′u(tn, un) = 0, for all n ≥ 1.

From the equation in (4.2), we have

A(un) + β|un|p−2un = (1− tn)N(lλ)u∗v∗
(un) + tn(λ|un|q−2un +Nf (un))

for all n ≥ 1, hence

(4.3)

−∆pun(z) + β(z)|un(z)|p−2un(z) = (1− tn)(lλ)u∗v∗ (z, x)

+λtn|un(z)|q−2un(z) + tnf(z, un(z)) a.e. in Ω,

∂un
∂n

= 0 on ∂Ω.

From Hu and Papageorgiou [11], we know that we can find θ ∈ (0, 1) and M14 > 0

such that

(4.4) un ∈ C1,θ(Ω) and ‖un‖C1,θ(Ω) ≤M14, for all n ≥ 1.

Since C1,θ(Ω) is embedded compactly in C1(Ω) and by virtues of (4.2) and (4.4),

we have un → 0 in C1(Ω), hence

un ∈ [v∗, u∗] = {u ∈W 1,p(Ω) : v∗(z) ≤ u(z) ≤ u∗(z) a.e. in Ω} for all n ≥ n0.

Thus, for n ≥ n0, equation (4.3) becomes

−∆pun(z) + β(z)|un(z)|p−2un(z) = λ|un(z)|q−2un(z) + f(z, un(z)) a.e. in Ω,

∂un
∂n

= 0 on ∂Ω,

then {un}n≥1 ⊆ [v∗, u∗] ∩ C1(Ω) are nontrivial nodal solutions of (Pλ). So, we

are done. This proves the claim.

The above claim, the homotopy invariance of the critical groups and Propo-

sition 4.1, for all k ≥ 0, imply that

Ck(hλ(0, · ), 0) = Ck(hλ(1, ·), 0) ⇒ Ck((Φλ)u
∗

v∗ , 0) = Ck(Φλ, 0)

⇒ Ck((Φλ)u
∗

v∗ , 0) = 0. �

Now, we are ready for the complete multiplicity result theorem for prob-

lem (Pλ). We stress that our result provides sign information for all the solutions

produced.

Theorem 4.3. If hypotheses H(β) and (H1) hold, then there exists λ∗ > 0

such that for all λ ∈ (0, λ∗) problem (Pλ) has at least five solutions:

û ∈ intC+, v̂ ∈ −intC+, u0 ≤ û, u0 6= û, v̂ ≤ v0, v̂ 6= v0,

and y0 ∈ ]v0, u0[ ∩ C1(Ω) nodal.
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Proof. From Proposition 3.6, we know that there exists λ∗ > 0 such that

for all λ ∈ (0, λ∗) problem (Pλ) has at least four nontrivial solutions of constant

sign

u0, û ∈ intC+, u0 ≤ û, u0 6= û,

v0, v̂ ∈ −intC+, v̂ ≤ v0, v0 6= v̂.

We may assume that the solutions u0 and v0 are extremal, i.e. u0 = u∗ and

v0 = v∗ (see Proposition 3.5).

We consider the following truncations of the reaction term of (Pλ):

(lλ)u∗0 (z, x) =


0 if x < 0,

λxq−1 + f(z, x) if 0 ≤ x ≤ u∗(z),
λuq−1
∗ (z) + f(z, u∗(z)) if x > u∗(z),

(lλ)0
v∗(z, x) =


λ|v∗(z)|q−2v∗(z) + f(z, v∗(z)) if x < v∗(z),

λ|x|q−2x+ f(z, x) if v∗(z) ≤ x ≤ 0,

0 if x > 0,

(lλ)u∗v∗ (z, x) =


λ|v∗(z)|q−2v∗(z) + f(z, v∗(z)) if x < v∗(z),

λ|x|q−2x+ f(z, x) if v∗(z) ≤ x ≤ u∗(z),
λuq−1
∗ (z) + f(z, u∗(z)) if x > u∗(z),

and the correspondent associate functionals, see the notation adopted in Sec-

tion 2,

(Φλ)u∗0 (u) =
σ(u)

p
−
∫

Ω

(Lλ)u∗0 (z, u(z)) dz,

(Φλ)0
v∗(u) =

σ(u)

p
−
∫

Ω

(Lλ)0
v∗(z, u(z)) dz,

(Φλ)u∗v∗ (u) =
σ(u)

p
−
∫

Ω

(Lλ)u∗v∗ (z, u(z)) dz.

Claim 1. K(Φλ)u∗0
= {0, u∗} and K(Φλ)0v∗

= {v∗, 0}.
We do the proof for K(Φλ)u∗0

, the proof for K(Φλ)0v∗
being similar. Indeed,

bearing in mind Lemmata 2.5 and 2.6, it is easy to see that K(Φλ)u∗0
⊆ [0, u∗].

The extremality of u∗ implies that K(Φλ)u∗0
= {0, u∗}. Similarly, we show that

K(Φλ)0v∗
= {v∗, 0}. This proves Claim 1.

Arguing as before we also have that K(Φλ)u∗v∗
⊆ [v∗, u∗].

Claim 2. u∗ ∈ intC+ and v∗ ∈ −intC+ are local minimizer of (Φλ)u∗v∗ .

Using hypothesis H1(d) and since q < p and β ∈ L∞(Ω), by (l1) of Lemma 2.5,

we have that there exists û ∈W 1,p(Ω) with û 6= 0 such that

(Φλ)u∗0 (û) = inf{(Φλ)u∗0 (u) : u ∈W 1,p(Ω)}.
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Also û ∈ {0, u∗}, see Claim 1. Hence, û = u∗ ∈ intC+. Therefore, there exists

a neighbourhood U in intC+ of u∗ such that

(Φλ)u∗v∗ (u∗) = (Φλ)u∗0 (u∗) ≤ (Φλ)u∗0 (u) = (Φλ)u∗v∗ (u), for all u ∈ U.

This means that u∗ is a local C1(Ω)-minimizer of (Φλ)u∗v∗ , so, by Proposition 2.2,

u∗ is a local W 1,p(Ω)-minimizer of (Φλ)u∗v∗ . Similarly, for v∗ ∈ −intC+, using

this time the functional (Φλ)0
v∗ . This proves Claim 2.

Without any loss of generality, we may assume that

(Φλ)u∗v∗ (v∗) ≤ (Φλ)u∗v∗ (u∗).

The analysis is similar if the opposite inequality holds. By virtute of Claim 2

u∗ ∈ intC+ is a local minimizer of (Φλ)u∗v∗ . So, we can find ρ ∈ (0, 1) with

ρ < ‖v∗ − u∗‖, such that

(4.5) (Φλ)u∗v∗ (v∗) ≤ (Φλ)u∗v∗ (u∗) < inf{(Φλ)u∗v∗ (u) : ‖u− u∗‖ = ρ} = ηρ.

Recall that (Φλ)u∗v∗ is coercive and so it is easy to prove that it satisfies the C-

condition. This fact and (4.5) permit the use of Theorem 2.1 (the mountain pass

theorem). So, we can find y0 ∈W 1,p(Ω) such that

(Φλ)u∗v∗ (v∗) ≤ (Φλ)u∗v∗ (u∗) < ηρ ≤ (Φλ)u∗v∗ (y0),(4.6)

(Φλ)′
u∗
v∗

(y0) = 0.(4.7)

From (4.6), we see that y0 /∈ {v∗, u∗}. From (4.7), see also Lemma 2.6, we

have that y0 ∈ K(Φλ)u∗v∗
is also a critical point of Φλ. Hence y0 ∈ C1(Ω) is also

a solution of problem (Pλ).

Since y0 is also a critical point of (Φλ)u∗v∗ of mountain pass type, we have

(4.8) C1((Φλ)u∗v∗ , y0) 6= 0.

On the other hand from Proposition 4.2, we have

(4.9) C1((Φλ)u∗v∗ , 0) = 0, for all k ≥ 0.

Comparing (4.8) and (4.9), we infer that y0 6= 0. Since y0 ∈ [v∗, u∗] and y0 /∈
{u∗, v∗, 0}, by virtue of the extremality of u∗ and v∗, we conclude that y0 ∈ C1(Ω)

is a nodal solution of (Pλ) with λ ∈ (0, λ∗). �

5. Semilinear problems

In this section, we deal with the semilinear equation (i.e. p = 2). With respect

to the case p 6= 2, exploiting some ideas introduced in [21], under stronger

regularity condition on the perturbation f(z, · ) and using Morse theory, we

generate a sixth nontrivial solution but we are unable to specify its sign.
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The problem under consideration, is the following:

(Sλ)

−∆u+ βu = λ|u|q−2u+ f(z, u) in Ω,
∂u

∂n
= 0 on ∂Ω,

with 1 < q < 2 and λ > 0. The hypotheses on the perturbation f(z, x) are the

following:

(H2) f : Ω × R → R is a measurable function such that for almost all z ∈ Ω,

f(z, 0) = 0, f(z, · ) ∈ C1(R) and

(a) there exists 2 ≤ r < 2∗ such that |f ′x(z, x)| ≤ α(z)(1 + |x|r−2) for

almost all z ∈ Ω, all x ∈ R with α ∈ L∞(Ω)+,

(b) there exist integer m ≥ 2 and functions ϑ, ϑ̂ ∈ L∞(Ω) such that

λ̂m(β) ≤ ϑ(z) ≤ ϑ̂(z) ≤ λ̂m+1(β) a.e. in Ω, λ̂m(β) 6= ϑ, λ̂m+1(β) 6= ϑ̂

and

ϑ(z) ≤ lim inf
x→±∞

f(z, x)

x
≤ lim sup

x→±∞

f(z, x)

x
≤ ϑ̂(z)

uniformly for almost all z ∈ Ω,

(c) there exist ξ0 > 0 and τ ∈ (q, 2] such that

ξ0 ≤ lim inf
x→±∞

f(z, x)x− 2F (z, x)

|x|τ
uniformly for a.a. z ∈ Ω,

(d) there exist δ0 ∈ (0, 1) and r > 2 such that

0 ≤ f(z, x) ≤ c1|x|r for a.a. z ∈ Ω, all |x| ≤ δ0 and some c1 > 0

and for every µ ∈ (0, δ0), we can find ξµ > 0 such that

ξµ ≤ |f(z, x)| for a.a. z ∈ Ω, all x ∈ [µ, δ0].

Remark 5.1. Evidently, hypothesis (H2)(d) implies that f ′x(z, 0) = 0 for

almost all z ∈ Ω. Also, from hypothesis (H2)(a) and the mean value theorem,

we see that in this case hypothesis (H1)(e) is automatically satisfied.

For λ > 0, let Φλ : H1(Ω) → R be the energy functional for problem (Sλ)

defined by

Φλ(u) =
1

2
σ(u)− λ

q
‖u‖qq −

∫
Ω

F (z, u(z)) dz, for all u ∈ H1(Ω).

In this case

σ(u) = ‖Du‖22 +

∫
Ω

β(z)u(z)2 dz, for all u ∈ H1(Ω).

Clearly, Φλ ∈ C2(H1(Ω) \ {0}). For the problem (Sλ), we have the following

multiplicity theorem:
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Theorem 5.2. If hypotheses H(β) and (H2) hold, then there exists λ∗ > 0

such that for all λ ∈ (0, λ∗) problem (Sλ) has at least six nontrivial solutions:

u0, û ∈ intC+, u0 ≤ û, u0 6= û,

v0, v̂ ∈ −intC+, v̂ ≤ v0, v0 6= v̂,

y0 ∈ intC1(Ω)[v0, u0] nodal and ŷ ∈ C1(Ω).

Proof. From Theorem 4.3, we already have five nontrivial solutions:

u0, û ∈ intC+, u0 ≤ û, u0 6= û,

v0, v̂ ∈ −intC+, v̂ ≤ v0, v0 6= v̂,

and y0 ∈ intC1(Ω)[v0, u0] nodal.

From Proposition 3.1, we know that solutions u0 and v0 are local minimizers of

the energy functional Φλ. So, we have

(5.1) Ck(Φλ, u0) = Ck(Φλ, v0) = δk,0Z, for all k ≥ 0.

Let % = ‖û‖∞ and let ξ% > 0 be such that for almost all z ∈ Ω, x →
f(z, x) + ξ%x

p−1 is nondecreasing on [0, %]. We have

−∆u0(z) + (β(z) + ξ%)u0(z)

=λuq−1
0 (z) + f(z, u0(z)) + ξ%u0(z)

≤λûq−1(z) + f(z, û(z)) + ξ%û(z) (since u0 ≤ û)

= −∆û(z) + (β(z) + ξ%)û(z) a.e. in Ω.

From this, one has

∆(û− u0)(z) ≤ (‖β‖∞ + ξ%)(û− u0)(z) a.e. in Ω,

and owing to [26], û− u0 ∈ intC+. We introduce the set

[u0) = {u ∈W 1,p(Ω) : u0(z) ≤ u(z) a.e. in Ω},

and recall that (Φλ)0 : W 1,p(Ω)→ R is the C1-functional defined by

(Φλ)0(u) =
σ(u)

p
−
∫

Ω

(Lλ)0(z, u(z)) dz, for all u ∈W 1,p(Ω).

We have

(Φλ)0|[u0) = (Φλ)u0 |[u0) + ξ+
λ , for some ξ+

λ ∈ R,

⇒ Ck((Φλ)0|C1(Ω), û) = Ck((Φλ)u0 |C1(Ω), û), for all k ≥ 0.

(5.2)
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Moreover, from Palais [23] (or alternatively using the homotopy invariance of

the critical groups) we have

Ck((Φλ)0|C1(Ω), û) = Ck((Φλ)0, û), for all k ≥ 0,(5.3)

Ck((Φλ)u0
|C1(Ω), û) = Ck((Φλ)u0

, û), for all k ≥ 0.(5.4)

Similarly, since û ∈ intC+ and Φλ |C+
= (Φλ)0 |C+

, we have

(5.5) Ck(Φλ, û) = Ck((Φλ)0, û), for all k ≥ 0.

Finally, recall that û is a critical point of (Φλ)u0
of mountain pass type. Therefore

(5.6) C1((Φλ)u0
, û) 6= 0.

From (5.2)–(5.6) it follows that C1(Φλ, û) 6= 0. This, by virtue of Proposition 25

of Bartsch [2], implies that

(5.7) Ck(Φλ, û) = δk,1Z, for all k ≥ 0.

In a similar way, we show that

(5.8) Ck(Φλ, v̂) = δk,1 Z, for all k ≥ 0.

Via the maximum principle of Vazquez [26], as before we can show that

u0 − y0 ∈ intC+ and y0 − v0 ∈ intC+,

⇒ y0 ∈ intC1(Ω)[v0, u0].(5.9)

Assuming without any loss of generality that u0 and v0 are extremal (i.e. u0 = u∗,

v0 = v∗, see Proposition 3.5) and using the notation of Section 4, we have

Φλ |[v0,u0]= (Φλ)u∗v∗ |[v0,u0] .

Since y0 is a critical point of mountain pass type (see the proof of Theorem 4.3),

as above we obtain

(5.10) Ck(Φλ, y0) = δk,1Z, for all k ≥ 0.

From Proposition 4.1, we have

(5.11) Ck(Φλ, 0) = 0, for all k ≥ 0.

Let

Hm =

m⊕
i=1

E(λ̂i(β)) and Ĥm = H
1

m =
⊕

i≥m+1

E(λ̂i(β)).

We have orthogonal direct sum decomposition H1(Ω) = Hm ⊕ Ĥm+1.

By virtue of hypotheses (H2)(a), (b), given ε > 0, we can find c12 = c12(ε) > 0

such that

(5.12) F (z, x) ≥ 1

2
(ϑ(z)− ε)x2 − c12, for a.a. z ∈ Ω, all x ∈ R.
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Then, for u ∈ Hm, we have

Φλ(u) =
1

2
σ(u)− λ

q
‖u‖qq −

∫
Ω

F (z, u) dz

≤ 1

2

[
σ(u)−

∫
Ω

ϑu2 dz + ε‖u‖2
]
− λ

q
‖u‖qq + c12|Ω|N

≤ 1

2
[ε− c13]‖u‖2 + c12|Ω|N , for some c13 > 0.

Choosing ε ∈ (0, c13), we infer that

(5.13) Φλ(u)→ −∞ as ‖u‖ → ∞, u ∈ Hm.

On the other hand, again from hypotheses (H2)(a), (b), given ε > 0, we can find

c14 = c14(ε) such that

(5.14) F (z, x) ≤ 1

2
(ϑ̂(z) + ε)x2 + c14, for a.a. z ∈ Ω, all x ∈ R.

Then, for u ∈ Hm+1, we have

Φλ(u) =
1

2
σ(u)− λ

q
‖u‖qq −

∫
Ω

F (z, u) dz

≥ 1

2
[c15 − ε]‖u‖2 − c16‖u‖q − c14|Ω|N , for some c15, c16 > 0.

Choosing ε ∈ (0, c15), and since q < 2, we infer that

(5.15) Φλ(u)→ +∞ as ‖u‖ → ∞, u ∈ Hm+1.

Recall that Φλ satisfies the C-condition. This fact and (5.14), (5.15) permit the

use of Proposition 3.8 of Bartsch and Li [3]. So, we have

Cdm(Φλ,∞) 6= 0, where dm = dimHm ≥ 2 (recall m ≥ 2).

This means that we can find ŷ ∈ KΦλ such that

(5.16) Cdm(Φλ, ŷ) 6= 0.

Comparing (5.16) with (5.1), (5.7), (5.8), (5.10), (5.11), we infer that

ŷ ∈ KΦλ \ {0, u0, v0, û, v̂, y0},

then ŷ ∈ C1(Ω) is the sixth nontrivial solution of (Sλ), λ ∈ (0, λ∗). �

Remark 5.3. It is an interesting open problem to see whether ŷ is nodal.

Acknowledgements. The authors have been supported by the Gruppo

Nazionale per l’Analisi Matematica, la Probabilità e le loro Applicazioni (GNAM-
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