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SOME GENERAL CONCEPTS
OF SUB- AND SUPERSOLUTIONS
FOR NONLINEAR ELLIPTIC PROBLEMS

Vy Kool LE — KLAUS SCHMITT

ABSTRACT. We propose general and unified concepts of sub- supersolutions
for boundary value problems that encompass several types of boundary con-
ditions for nonlinear elliptic equations and variational inequalities. Various,
by now classical, sub- and supersolution existence and comparison results
are covered by the general theory presented here.

1. Introduction — Problem settings

We are interested here in sub-supersolution results for boundary value prob-
lems with second order principal operators and general boundary conditions.
The problems may or may not contain obstacles or constraints. Based on the
weak (variational) formulation of the problem, we deduce that the boundary
conditions (or at least parts of them) may usually be encoded into the set of test
(admissible) functions.

The goal of this paper is to show that in several cases (covering those that
have been studied in the literature), by formulating the problem as a variational
inequality, even if it is a smooth equation, we may give simple, unified, and
general definitions of sub- and supersolutions. These concepts of sub- and su-
persolutions extend the classical definitions for equations subject to Dirichlet,
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88 V. K. LE K. ScHMITT

Neumann, Robin, or No-Flux (periodic boundary conditions for the one space
dimensional problem) boundary conditions (see e.g. [16]) and are motived by the
recent definitions of sub-supersolutions for variational inequalities in [11], [13],
[14]. Also, we can demonstrate the existence of solutions and extremal solutions
between sub- and supersolutions and other properties of the solution sets when
sub- and supersolutions exist.

Let © C RY be a bounded domain with Lipschitz boundary and W?(Q) be
the usual first-order Sobolev space with the norm

1) ull = llullwis@) = Gl + 1Vl @) 7, we WH(Q).

Assume that K is a closed, convex subset of WP (£). We consider the following
variational inequality on K:

/A(a:,Vu)-(vaVu) der/ flz,u)(v —u)dx
Q Q

(1.2) Jr/ glz,u)(v—u)dS >0, forallvekK,
a0

ue K.

We remark that in order to simplify the notation we use u and v instead of u|gq
and v|pq for the trace of w and v on 0N in the surface integral in (1.2). This
simplification will also be used in the sequel in other instances when it is clear
from the context. In the variational inequality (1.2), A is an elliptic operator, f
is the lower order term, and g is a boundary term.

Problems such as (1.2), in the case of (smooth) equations, i.e. K is a sub-
space of WP(£), have been studied by sub-supersolution methods in, e.g. [7],
[5], [16] and some of the references therein, subject to different boundary condi-
tions (usually homogeneous ones). In previous papers, sub- and supersolutions
are defined using inequality conditions on the boundary. Therefore, different
boundary conditions require different definitions of sub- and supersolutions. As
a consequence, separate arguments and calculations are needed to study the ex-
istence and properties of solutions between sub- and supersolutions. In what
follows, we show that common, unified definitions of sub- and supersolutions
may be given for various types of boundary conditions (including unilateral con-
straints). Thus a common, comprehensive general existence theorem is possible
for many different types of boundary value problems. The sub-supersolution
approach for variational inequalities with homogeneous Dirichlet boundary con-
ditions was studied in a systematic way in [13]. Our results here are motivated
by and also generalize those in the papers [11], [13], [14].

We begin with the assumptions on the principal operator. Assume that
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SUB- AND SUPERSOLUTIONS FOR NONLINEAR ELLIPTIC PROBLEMS 89
is a Carathéodory function satisfying the growth condition
(1.3) |A(z, )| < ay(x) + by [€[P7Y,  for ae. z € Q, all £ € RY,

with p € [1,00) (fixed), a1 € Lp/(Q), 1/p+1/p’ =1, and b; > 0. Moreover, A is
monotone, i.e.

(1.4) (A(z,€) — A(x,&)) - (€ —¢) >0, forae z€Q, all& ¢ e€RY,

and A is coercive in the following sense: there exist as € L!(Q) and by > 0 such
that

(1.5) Az, &) - € > byl€|P — ag(x), forae. z€Q, all £ € RV,

We also suppose that f:Q2 x R — R and ¢:9Q x R — R are Carathéodory
functions subject to certain growth conditions to be specified later.

In what is to follow we shall use the standard notation u A v = min{u, v},
uVo=max{u,v}, UxV ={uxv:uecU veV}, and uxV = {u} * V, where
u,v € WHP(Q), U,V C WLP(Q) and * € {A,V}.

We propose the following general definitions of sub- and supersolutions of in-
equality (1.2).

DEFINITION 1.1. A function u € W1P(Q) is called a subsolution of (1.2) if
the following conditions are satisfied:

(1.6) f(-w) € L), g( -, u) € LI(09),
where ¢ € (1,p*) and g € (1,p"),
(1.7) uV K CK,

and, for all v e u A K,

(1.8) A(z,Vu)-Vv—u)dz+ | flz,u)(v—u)dz+ g(z,u)(v—u)dS > 0.
Q Q a

Q

Here, p* is the Sobolev conjugate exponent of p

N
{ P i N>pand N >1,
N-—p

p = -
0 if N<por N=1.
and N1
. ﬂ if N>pand N > 1,
00 if N<por N=1.

We have a similar definition for supersolutions of (1.2).
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DEFINITION 1.2. A function w € WP(Q) is called a supersolution of (1.2)
if the following conditions are satisfied:

(1'9) f(7ﬂ) eLq(Q)7 g(-,ﬂ) € La(aQ),
where ¢ € (1,p*) and g € (1,p*),
(1.10) INEK C K,

and, forallveu Vv K,

/QA(:C,VE)~V(v—ﬁ)dm—k/ﬂf(x,ﬁ)(v—ﬂ)dx—k/a g(z,u)(v —u)dS > 0.

Q

The following is our main existence theorem, it’s proof is patterned after the
arguments used in [10], [11], [13].

THEOREM 1.3. Assume there exists a pair of sub- and supersolution of (1.2)
such that w < 7w and that f and g satisfy the following growth conditions between
uw and u:

[f(z,u)| < as(@), |g(&v)] < as(E),
for almost all x € Q, & € 09, all u € [u(z),u(z)], v € [w(&),u(§)], where

as € L9 (), ag € LT (8Q), q € (1,p*), § € (1,p*), and p*, p* are defined as in
Definition 1.1. Then, there exists a solution u of (1.2) such that u < u <.
PROOF. Let r = max{p, ¢, ¢H(< p*) and put
[u—au(x)]""t  if u>u(z),
(1.13) b(r,u)=4¢ 0 if u(z) <u <u(x),
—[u(@) ="t if u < u(z),
for z € Q, u € R, and
u(x) if u(x) >
(Tu)(z) =< w(z) ifu(z) <u<au(x),
w(z) if u < u(x),
for x € Q, u € W'P(Q). Note that (1.14) is understood almost everywhere with

respect to the Lebesgue measure in 2 when = € €2 and with respect to the surface
measure on J{2 when = € 0f). Straightforward calculations show that

(1.15) |b(x,u)| < ag(x) + bylul" ",

for a.e. € Q, u € R, where ay € L" (Q). Because of the compact embedding
WLP(Q) — L™(Q), the operator B: WHP(Q) — [WLP(Q)]*, given by

(Bu,v) = /Qb(x,u)vdm (u,v € WHP(Q))
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is well defined, bounded, and completely continuous. Moreover, there are a5, b5 >
0 such that

(1.16) (Bu,u) > b5\|u||2,,(9) —as, forall u € WHP(Q).
In fact, for u € WP(Q)(C L™(2)), we have

(Bu,u) = / (ufﬂ)rflud:cf/ (u —u)" tud
{zeQu(z)>u(x)} {zeQu(z)<u(z)}

>

/ (Calul" — Cafa™[uf) dx
{zeQu(z)>u(x)}

+ (Crlul” = Colul"u) do
{zeQu(z)<u(z)}
201/ |u|’“dx—cl/(|g\+|ﬂ|ydx

Q Q

C
S [l de = G [ ity da
2 Q Q

=b5/ |u|" dz — as.
Q

Let us define
(Pla).0) = [ fa.wpvda,
Q
and

(G(u),v) = /69 g(z,u)vdS, u,ve WP (Q).

It follows from (1.12), (1.14), the continuity of the mapping T: W1P(Q) —
WLP(Q), the compactness of the mappings

WhP(Q) — LYQ), u+~ u,
and
WP(Q) — LI(09), u— ulsq,
that the mappings
ur F(Tu)=(FoT)(u) and u+— G(Tu)=(GoT)(u)

are bounded and completely continuous from W1P(Q) to its dual. Let us now
define A from W1P(Q) to [W1P(Q2)]* by

(Au,v) = /QA(J:,Vu) Vovdr  (u,v € WHP(Q)).

From our assumptions (1.3)-(1.5), it can be proved that 4 is bounded, continu-

ous, monotone, and coercive in the following sense:

(1.17) (Au,v) = bo[|[Vull[}, ) — llazllzi), for all u € WHP(Q).
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Consider the following variational inequality on K:

{ (Au+ Bu+ F(Tu) + G(Tu),v —u) >0, forallve K,

1.18
( ) ue K.

To show that (1.18) has solutions, we first observe that because A is monotone,
bounded, and continuous, and B, F o T, and G o T are completely continuous
and bounded on W1?(Q), the operator A+ B+ FoT +GoT is pseudomonotone
on that function space. Next, let us check that A+ B+ FoT + GoT is coercive

in the following sense:
Bu+ F(T G(T —
(1.19) i AvtBut F(Tw) + G(Tw),u—wo) _

llull—o0 [|ul]

for any ug € K fixed. In fact, we have

(1.20) (Au + Bu+ F(Tu) + G(Tu),u — ug)
> (Au,u) + (Bu,u) — [{Au,ug)| — |{Bu, uo)|
— [(F(Tw),u — uo)| — (G(Tw),u — uo)|

> b2 ||IVulll7, o) — Nazllzr@) + bsllullLr @) — as
- / |A(z, V)| | V| da —/ b, )] o der
Q Q
- / [f (@, Tu)|(Jul + |uol) dz —/ l9(z, Tu)|(|ul + |uol) dS.
Q X9)
With C' being a generic positive constant, we have the following estimates:
(1.21) / |A(x,Vu)||Vug| dx < b1/ |VulP~ | Vug| do +/ a1|Vug| dz
Q Q Q
<bu ||Vl o) 1 Vol @) + llarll o o) 1 Vo] | oo
ba
< ZNTull sy + ClIVuol gy + ol oty V0] o0
ba
< 5|HVUH|]ZP(Q) +C.
It follows from (1.15) that

(1.22) /le(w,U)IIttold:v < ballull 77 oy lwoll (@) + llaall L oy lluoll (o)

-~ =

511,117
< §||U||LT(Q) +C.

From (1.14) and (1.12), one obtains

(1.23) Alf(vaU)l(lMJronl)dIS lasl| o () (1wl Lo (@) + ol ae))

bs
< Clllasllza @y lullzr@y +1) < Fllulzr @) + C.
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Also,
(1.24) /m l9(z, Tu)|(Ju] + |uol) &S < [as|l Lo (o) (Il 17 a0y + 1uoll L7 o0y
< C(lullwrro) +1)

(because of the continuity of the trace operator from W1?(Q) to LI(052)). Com-
bining the estimates in (1.20)—(1.24) with (1.20), we get

(1.25) (Au+ Bu + F(Tu) + G(Tu),u — ug)
bo by
> 219l 0y + 2l ) — OOl + 1)

> bg|[ul|” — ag([[ull +1)  (since r > p),

for all u € WHP(Q), where ag, bg > 0. Since p > 1, (1.25) immediately implies
(1.19).

The existence of solutions of (1.18) now follows from classical existence results
for elliptic variational inequalities (cf. e.g. [15]). Let u be any solution of (1.18).
We shall prove that

(1.26) u<u<u,
and thus v is also a solution of (1.2). To check the first inequality of (1.26), let
us consider the function v = uVu = u+ (u—u)T. Since u € K, we have v € K
(cf. (1.7)). Using v in (1.18), one gets
(1.27) 0< / A(x,Vu) - V[(u — u)t] dz + / b(w,u)(u —u)t dz
Q Q
+ / flz, Tu)(u —u)" dz + / g(z, Tu)(u —u)* ds.
Q a0
On the other hand, choosing v = uAu=1u— (u—u)" in (1.8) yields
(1.28) — / Az, Vu) - V[(u —u) ] dx — / flz,u)(u—u)" dz
Q Q
- / g(z,u)(u—u)tdS > 0.
o0
Adding (1.27) and (1.28), we obtain
(1.20) 0< / [A(z, V) — A(z, Vu)] - V[(u — u)*] de
Q
+ [ 17 T0) = faw)w -t do+ [ dew - do
Q Q

n /6 ol Tu) = g(o. (= )" d.
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Note that

(1.30) /Q[A(:c, Vu) — A(z, Vu)] - V[(u — u) "] dx

[A(z, Vu) — A(z, Vu)] - (Vu — Vu)dz <O0.

/{wEQ:u(w)<u(m)}

For x € ) such that u(x) < u(z), we have
(1.31) (Tu)(2) = u(=),

and thus f(z, Tu(z)) = f(z,u(x)). Therefore,

(132 [ [f.T0) = flaw)w—)* da

[f(z,Tu) — f(z,u)](u— u)dz = 0.

»/{:L’Gﬂzu(:v)<u(x)}

Similarly, for z € 0 such that u(x) < wu(x), (1.31) still holds and one has
g(x, Tu(x)) = g(x,u(x)). Again, we have

aw>éﬁmﬂmemmﬂmw

/ lo(e, Tw) — g(a, u))(u — ) dS = 0.
{zedQu(z)<u(z)}

Combining the estimates in (1.29)—(1.33), one gets

0< /Qb(w,U)(Q —u)tdr1.39 = —/

{reQu(z)<u(x)}

[u(z) — u(z)]" dz < 0.

Hence, the set {x € Q: u(x) < u(z)} has Lebesgue measure 0, that is, u(x) >
u(z) a.e. on Q and the first inequality in (1.26) is proved. The second inequality
there is proved analogously.

From (1.26) and the definition of b and T', we see that b(x,u) = 0 and Tu = u.
Hence, the variational inequality (1.18) reduces to (1.2), implying that u is also
a solution of (1.2). O

The above result may be generalized in the following theorem. The technique
of proof again follows ideas already used in [9], [10].

THEOREM 1.4. Assume that uy,...,u; (resp. Ui,...,Un) are subsolutions
(resp. supersolutions) of (1.2) such that

(1.34) ug =: max{uy,...,u;} < min{us,..., Uy} = T,

and that f and g have the following growth conditions between the sub- and
supersolutions:

(1.35) [f(z,u)| <as(x),  [g(&,v)] < as(§),
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for a.a. x € Q, £ € 09, all u € [min{u, (2),...,u,(z)}, max{u; (x), ..., Gm(x)},
all v € [min{u, (§),...,u, (&)}, max{ui(§),...,um(§)}], where where asz and as
are as in Theorem 1.3. Then, there exists a solution u of (1.2) such that uy <
u < Ug.

PROOF. The proof of this theorem follows the same lines as those in Theo-
rem 1.3, with the following modifications. Let b be defined as in (1.13) with u,
and Ty instead of uw and w. For i € {0,...,k} and j € {0,...,m}, x € Q, and
u € WHP(Q), we put

u;(x) if u(z) >
(1.36) (Tyu)a) = { ul@) i ue) < ule) < (),
w; () ifu(z) <y (x).

Also, we define T' from W1?(Q) to [WLP(Q)]* by

(1.37) (T(u),v) = /Qf(z,Toou)v dz + Aﬂg(x,Toou)v ds

+; </Q \f (@, Toju) — f(z, Toou)|v da
+/ |9(x, Toju) — g(xaToou)vdS>
o9

k
B> </Q (2, Togw) — f(r, Toow)|v de
+/ |9(z, Tiou) — g(z7T00U)|’UdS),
00

for u,v € WP(Q). It is clear from this definition that I" is well defined and is
completely continuous on W1?(€2). Consider the following variational inequality:

(1.38)

(Au+ Bu+Tu,v —u) >0, forallveK,
u e K.

As in the proof of Theorem 1.3, we can check that A+ B + T' is pseudomono-
tone and coercive on W1?(Q) and thus on K. Hence, the inequality (1.38) has
solutions in K. Let u € K be any solution of (1.38). We show that

(1.39) Ug

for every s € {1,...,k}, j€{1,...,m}.
To prove the first inequality, we note that because v € K and u, is a sub-
solution, we have v = u + (u, — )™ = uy, Vu € K. Using v in (1.38), one
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obtains

(1.40) 0< /QA(gc, Vu) - V[(u, —ut)]dz + /Q b(z,u)(u, —ut)dr

—l—/ [z, Toou) (u, — u)" dz —|—/ g(z, Toou) (v, —u)t dS

o0

+ Z (/ \f(z, Toju) — f(z, Toou)|(u, —u)T dz
+ /6 9o Togu) = gt T, — )" S )
- i ([ 16T — o T, — )
# [ lote T = glo. T, - 0)* a5 ).

On the other hand, noting that u, is a subsolution and choosing v = u, — (u, —
u)T =u, Au € ug A K in (1.8) with u, instead of u, we get

(141) 0< —/ A(z,Vuy) - V[(u, —u)"] dx
Q
- zoug)(u, —u)t dr — z,u,)(u, —u)" dS.
[ e~ de= [ glan)w,— ) as
Adding (1.40) and (1.41) yields the following inequality:
(1.42) /Q x,Vu) — Az, Vu,)] - V[(u, — u™)] do
+ [ [f(z, Toou) — f(z,uy)](us —u)" dz
[g($7 T‘OOU) - g(x7gs)](gs - ’LL)+ ds

Q

+ [ bz, u)(u, —u)" dz

_|_
S— o 5

+

INNgE

(/ ‘f LC TOJ (LL' TOOU)‘(HS _u)+ dr
k
_ Z (/Q |f(z, Tiou) — f(z, Toou)|(u, —u)" dx

+ /89 lg(z, Tyou) — gz, Toou)|(u, — u)+ dS).
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For z € Q such that u(z) < uy(z), we have
u(z) < uy(w) < uo(x) <up(z) < T;(2),

for every j € {1,...,m}. Therefore, Toou(x) = To;u(z) = uy(z) and Tsou(z) =
u (x). These imply that

(1.43) [ L Tog) = fo ), = )" do

k
=S /Q |, Tiou) — f(z, Toow)|(u, — u)* da
=1

< / @ Toow) — fl@yu)](u, —u)* de
{weQu(z)<u, (2)}
- / (@, Tuou) — (&, Toow) | (u, — u)* dz
{weQu(z)<u, (x)}
- / Fl@rug) — flaruy) — |f (@) — @ ug))(uy — ) da
{zeQu(z)<u,(z)}
<0.

Similarly, we have

/ [9(x, Toou) — g(x,u,)](u, —u)™ dS
0

k
=3~ [ ot Tow) = gl Toowl (u, ~ )" d
i=1709

<[ lg(, Toou) — g(a, )]z, —u)* dS
{xedQ:u(z)<u,(x)}
-/ l9(, Tuou) — g(a, Toow)|(u, — u) ™ dS < 0.
{zeou(z)<u (z)}
Moreover, for j € {1,...,m},

/Q (e, Togu) — (e, Toou)| (uy — )™ da
-/ (g (1)) — (g2 (g — w)* iz = 0,
{z€Qu(w)<u, (2)}

and also,

(1.45) | late Toju) = g(e Tonu) |, — ) ds =0,
o0
As above, it follows from the monotonicity of A in (1.4) that

(1.46) /Q[A(x, Vu) — A(x, Vu,)] - V[(u, —u) "] dz < 0.
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From (1.41)—(1.46), one obtains

0< / b(w,u)(ug —u)t de < —/ [us(z) — u(x)]" dx < 0.
Q {zeQu(z)<u ()}
Therefore, f{xeﬂzu(xKgs(x)}[QS(x) —u(z)]" dx = 0 and thus u(z) > u,(x) for a.e.
xeQandse{l,... Lk}

Analogous arguments may be used to show the second inequality in (1.39),
from which it follows that uy < u < % a.e. on 2. Finally, we have b(z, u(x)) =0
a.e. on €2 and

Tiju(xz) = u(z) a.e.on Q,

for all i € {0,...,k}, 7 € {0,...,m}. Thus,
(D(u),v) = / flx,u)vdr, forallve K,
Q

and (1.38) becomes (1.2). O

REMARK 1.5. (a) The above theorem suggests more general definitions of
sub- and supersolutions. Namely: An element o € WP(Q) is a subsolution if it
is the supremum of a finite number of functions each of which is a subsolution
satisfying Definition 1.1 and an element 3 € WP(§) is a supersolution if it is
the infimum of a finite number of supersolutions each of which is a supersolution
satisfying Definition 1.2. In this case the set of subsolutions is closed with respect
to the operation V and the set of supersolutions is closed with respect to the
operation A, and, of course, Theorem 1.4 is simply a restatement of Theorem 1.3.
Thus, if we let S be the set of solutions of (1.2) between u, and @y. Theorem 1.4
means that S # () and under the above assumptions, one can prove (cf. [10],
[14]) that S is compact and directed. As a consequence, S has greatest (the
supremum of all subsolutions) and smallest (the infimum of all supersolutions)
elements with respect to the standard ordering, which are the extremal solutions
of (1.2) between u, and @y. Such results also have a long history and likely go
back to [1], see also [5], [9], [16].

(b) Using ideas of [12] it is possible to show that w, is actually a subsolution
as defined in Definition 1.1 and g is a supersolution as defined in Definition 1.2,
provided the problem considered is an equation, i.e. K is a subspace of W (Q)
containing the test functions. Whether this result also holds in the general case
is an open question.

(c) If only a subsolution (or a supersolution) of (1.2) exists and f and g
satisfy certain one-sided growth conditions then we can also show the existence
of solutions of (1.2) above the subsolution (or below the supersolution). We
can also show the existence of a minimal solution above that subsolution (or
a maximal solution below that supersolution) (see e.g. [14]).
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2. Some examples

2.1. Problems with Dirichlet boundary conditions. Consider the boun-
dary value problem

(2.1) —div[A(z, Vu)] + f(z,u) =0 in Q,
(2.2) u =0 on 04,

the variational form of which is the inequality (1.2) with ¢ =0 and
(2.3) K =Wy™(Q),
which is equivalent to the variational equality:
/QA(Q?,VU) -Vudx + /Q flx,u)vde =0, forall v e W, P(Q),
u e WyP(Q).

In this case, for assumption (1.7) (respectively, (1.10) to be fulfilled, we need
that

u<0 ondQ (resp.u >0 on dN).

Concerning condition (1.8), it can be checked that the set {v —u : v € u A
Wy (Q)} is dense in the negative cone of Wy (Q):

W}P(Q) ={we Wol’p(ﬂ) cw <0 a.e. on Q}.

Therefore, condition (1.8), in this particular case, becomes the following condi-
tion
(2.5) / Az, Vu) - Vvdz —|—/ flz,u)vdx >0,

Q Q

for all v € W, P(Q), v < 0 on Q.

In view of (2.4) and (2.5), we re-obtain the classical concept of sub- and super-
solution for equations with homogeneous Dirichlet boundary condition (cf. e.g.
(7], (5], [9], [10]).

For problems with nonhomogeneous Dirichlet conditions, we have equation
(2.1) together with

(2.6) u=~h on 09,

instead of (2.2), where h € Wl_%’p(aﬁ) is the trace of a function in W1P(Q),
still denoted by h, for simplicity. In this case, problem (2.1)—(2.6) is, in the
variational form, the inequality (1.2) with ¢ = 0 and

K={hy®W,*(Q) ={uecW'(Q):u=h, on dQ}.
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The condition u V K C K is satisfied if and only if u satisfies the boundary
condition u < h a.e. on 0N). The set

fo—uiveun [{h} & WP Q) = {w— (u—h):we (w—h) AWEP(Q))

is dense in the negative cone W ?(Q) (because u — h < 0 on ). Condition
(1.8) is again equivalent to (2.5).

2.2. Problems with Neumann and Robin boundary conditions. In
the case where K = W1P(Q), (1.2) reduces to the variational equality

/ A(z,Vu) - Vudz —|—/ flz,u)vdx —|—/ g(z,u)vdS =0,

Q Q o0

(2.7) for all v € WP (Q),
u e WhHr(Q),

which is the weak form of the boundary value problem

{ —div[A(z, Vu)] + f(z,u) =0 in Q,
Az, Vu) -n = —g(z,u) on Of).

When g = 0 on 0f2, we have a homogeneous Neumann boundary condition.
Otherwise, one has a nonhomogeneous Neumann boundary condition which also
may depend on wu. It is clear that condition (1.7) always holds. Also, for any u
in WHP(Q), we have u AWLP(Q) = {v € WIP(Q) : v < u a.e. on Q}. Therefore,
(1.8) is equivalent to the inequality

/A(w,Vg)-dex—l—/ f(x,y)wdx—&—/ g(xz,w)wdS >0,
Q Q a0

for all w € W1P(Q2) such that w < 0 a.e. on Q, which is, in its turn, equivalent
to

(2.8) /QA(J‘,VQ) -Vwdx + /Q flz,w)wdz + /{mg(x,g)w ds <0,

for all w € WP(Q), w > 0 a.e. on Q.

We have a similar condition for supersolutions of (2.7). These concepts of sub-
and supersolutions here coincide with the classical ones for sub- and supersolu-
tions in Neumann problems. Our definitions here also cover the cases where the
Neumann conditions also depend on w. In fact, when g(z,u) = a u, we have
a Robin boundary condition.

2.3. By choosing K = {u € W'?(Q) : w = h on '}, where I is a measurable
subset of 92, we have the equation (2.1) with a mixed boundary condition con-
sisting of a Dirichlet condition on I" and a Neumann/Robin condition on 9Q\T.
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2.4. Let K be a convex subset of Wy (). The inequality (1.2), in this case,
formulates problems with unilateral constraints (such as obstacle problems) and
homogeneous Dirichlet boundary conditions, which were discussed in [13]. Many
results in that paper are particular cases of those discussed here. In fact, the
general definitions of sub- supersolutions presented here are motivated in part
by the concepts and arguments in [13].

2.5. Let us consider the choice
K = {u € W"?(Q) : u = const. on 9Q}.

For u € W1P(Q), we note that uV K C K (resp. uAK C K) if and only if u € K.
In fact, it is clear that if u € K, then uV K, u A K C K. Conversely, assume that
uV K C K. For any constant function ¢, we have u V ¢ = max{u, ¢} = constant
on 9. Therefore, either u < ¢ a.e. on 90 or u > ¢ a.e. on I (with respect
to the Hausdorff measure). Since this is true for any ¢ € R, we must have u =
constant on 91, that is, u € K. For u € K, we have

uANK={veK:v<uae onQ}={u—w:wée K,w>0a.e. onQ}.

Therefore, the inequality (1.8) is equivalent to

/A(x,Vg)-Vvdx—&—/ f(x,g)vdx—i—/ g(z,u)vdS <0,
Q Q re)

for all v € K such that v > 0 on . One has a similar equivalence for supersolu-
tions. Note that in this particular case, the definitions for sub- and supersolutions
here reduce to those in [11]. We note that in the case that g = 0 the problem
considered here is the boundary value problem

—divA(z,Vu) + f(z,u) =0,
u|pn = const., / A(z,Vu) -ndS =0,
o0

where the constant boundary data are not specified. This problem in dimension
N = 1 (the periodic boundary value problem) was first studied by sub- and
supersolution methods by Knobloch [8]. (See also [2], [3], where free boundary
problems of this type are studied.)

2.6. For another example, let us consider the boundary value problem con-
sisting of (2.1) and the following unilateral boundary condition on the boundary:

w1,
(2.9) A(z,Vu)-n>0,
(u—Y)[A(z,Vu)-n] =0 on 99,
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(v is a measurable function on 9Q) which occur in problems with semi-permeable
media (cf. [6]). The problem can be formulated as the variational inequality (1.2)
with ¢ = 0 and
K ={uecW"(Q):u>1 ae. on N}

It is worth noting that in this case, there is a non-symmetry concerning conditions
(1.7) and (1.10) in the definitions of sub- and supersolutions. In fact, it is easy
to see that for u,u € WHP(Q), u always satisfies (1.7), while (1.10) holds if and
only if w > v a.e. on 012, that is w € K.

Furthermore, problems for which the domain €2 is unbounded may be tackled
in a similar vein by using classical approaches (see e.g. [9]).

REMARK 2.1. The above definitions and approach could be extended in
a straightforward manner to problems with lower terms depending also on the
gradient of u, i.e. f = f(x,u, Vu). We can also extend them to problems with
locally Lipschitz constraints together with convex constraints (variational hemi-
variational inequalities) such as those considered, for example, in [4] and the
references therein.
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