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RADIAL SOLUTIONS
OF SEMILINEAR ELLIPTIC EQUATIONS

WITH BROKEN SYMMETRY

Anna M. Candela — Giuliana Palmieri — Addolorata Salvatore

Abstract. The aim of this paper is to prove the existence of infinitely

many radial solutions of a superlinear elliptic problem with rotational sym-
metry and non-homogeneous boundary data.

1. Introduction

The development of variational tools in the last thirty years has allowed one
to study widely the nonlinear elliptic problem:

(Pf,h)

{
−∆u = g(x, u) + f(x) in Ω,

u = h on ∂Ω,

where Ω is a smooth bounded domain in RN , N ≥ 3, f ∈ L2(Ω), h ∈ H1/2(∂Ω)
and g: Ω×R → R is a continuous function satisfying the following assumptions:

(G1) there exist µ > 2 and % ≥ 0 such that

if (x, s) ∈ Ω× R, |s| ≥ % then 0 < µG(x, s) ≤ sg(x, s),

with G(x, u) =
∫ u

0
g(x, s) ds;
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(G2) there exist α0 ∈ L∞(Ω) and 2 < p < 2∗, 2∗ = 2N/(N − 2), such that

|g(x, s)| ≤ α0(x) (|s|p−1 + 1) for all (x, s) ∈ Ω× R;

(G3) g(x,−s) = −g(x, s) for all (x, s) ∈ Ω× R.

It is well known that problem (Pf,h) has a variational structure; thus, its
weak solutions are critical points of functional

I(u) =
1
2

∫
Ω

|∇u|2 dx−
∫

Ω

G(x, u) dx−
∫

Ω

fu dx

on manifold M = {u ∈ H1(Ω) : u = h on ∂Ω}.
If f = h = 0, functional I is even on the Hilbert space H1

0 (Ω) so a direct
application of the Symmetric Mountain Pass Theorem implies the existence of
infinitely many solutions of problem (P0,0) (see [1]).

On the contrary, if either f 6= 0 or h 6= 0 the problem loses its symmetry and
equivariant variational methods cannot be applied. Anyway, some perturbative
techniques allow one to obtain partial results. In fact, the existence of infinitely
many solutions of (Pf,h) has been proved only if exponent p is not much larger
than 2 (see [2], [12], [13], [17] if h = 0 and [6]–[9], [11] if h 6= 0).

Thus, till now, it seems that the loss of eveness does not allow one to prove
multiplicity results for any subcritical p without adding some other symmetry
conditions. So, in this paper we investigate the existence of infinitely many
solutions of (Pf,h) under radial assumptions.

More precisely, we consider the problem

(1.1)

{
−∆u = g(x, u) + f(x) in BR,

u = ξ on ∂BR,

where Ω = BR is the open ball of radius R > 0 and center 0 in RN , ξ ∈ R and
g ∈ C(BR × R) satisfies also the radial condition

(G4) g(x, s) = g(|x|, s) for all (x, s) ∈ BR × R.

An elliptic problem with homogeneous boundary data (i.e. ξ = 0) and ro-
tational symmetry has already been studied by Struwe in [14], [15]. In these
papers condition (G3) is not required but additional assumptions are made on
the smoothness of the nonlinear term and on the growth of its partial deriva-
tive gs. Anyway, under these further hypotheses a direct approach proves that
for each k ∈ N the given problem admits at least one radial solution with exactly
k zeros.

Here, on the contrary, under simpler hypotheses on the nonlinear term, we
state the existence of infinitely many radial solutions of (1.1), also if ξ 6= 0, by
distinguishing them not according to their nodal properties but with respect to
their critical levels. So, we can state the following results.
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Theorem 1.1. Let g:BR × R → R be a continuous function which satisfies
hypotheses (G1)–(G4). Furthermore, assume G differentiable with respect to x

such that

(1.2) |∇xG(x, s)| ≤ α1(x) |sg(x, s)| for all (x, s) ∈ BR × R,

for a suitable function α1 ∈ L∞(BR). Then, taken any radial function f ∈
L2(BR) and ξ ∈ R, problem (1.1) has infinitely many weak radial solutions

(a) for each 2 < p < 2∗ if N ≥ 4,
(b) only for 2 < p < 4 if N = 3.

Moreover, the found solutions are classical if f :BR → R is continuous, too.

Obviously, hypothesis (1.2) is trivial if g(x, s) is independent of x while it
can be removed if the boundary condition is homogeneous. In fact, if ξ = 0 the
previous result can be improved as follows:

Theorem 1.2. Let g:BR × R → R be a continuous function which satisfies
hypotheses (G1)–(G4). Then, taken any radial function f ∈ L2(BR) problem
(1.1) with ξ = 0 has infinitely many weak radial solutions

(a) for each 2 < p < 2∗ if N ≥ 4,
(b) for 2 < p < min{6, 2µ} if N = 3

(here, µ is as in (G1)). Moreover, the found solutions are classical if f :BR → R
is also continuous.

Remark 1.3. Clearly, the model function g(x, s) = α0(x)|s|p−2s satisfies
the previous assumptions with µ = p in (G1) if α0 is a continuous radial strictly
positive function on BR. Then, the previous theorems hold and, in particular,
they imply the existence of infinitely many radial solutions for each p ∈ (2, 2∗)
not only if N ≥ 4 but also if N = 3, ξ = 0.

Remark 1.4. There are some problems which our results apply to while
Struwe’s theorems in [14], [15] cannot be used. For example, we can consider
g(s) = (a + b sin2 s) |s|p−2s with a, b > 0, 2 < p < 2∗. Obviously, assumptions
(G2)–(G4) and (1.2) are satisfied. On the other hand, simple calculations imply
that hypothesis (G1) holds taking 2 < µ < p and b < a(p/µ − 1); hence, Theo-
rems 1.1 and 1.2 apply. On the contrary, the growth estimates on g′(s), required
in [14], [15], are not satisfied.

2. Bolle’s perturbation arguments

In order to apply the method introduced by Bolle in [5] for dealing with
problems with broken symmetry, we recall the main theorem as stated in [6]. Let
us point out that in the original version of this theorem the involved functionals
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have to be of class C2 but here we assume they are just of class C1 according to
the further paper [10].

The idea is to consider a continuous path of functionals starting from a
symmetric functional J0 and to prove a preservation result for min-max critical
levels in order to get critical points also for the end-point functional J1 (which
is the “true” functional of the non-symmetric problem).

Let H be a Hilbert space equipped with the norm ‖ · ‖. Assume that H =
H−⊕H+, where dim(H−) < +∞, and let (ek)k≥1 be an orthonormal base of H+.
Consider

H0 = H−, Hk+1 = Hk ⊕ Rek+1 if k ∈ N,

so (Hk)k is an increasing sequence of finite dimensional subspaces of H.
Let J : [0, 1] × H → R be a C1-functional and, taken any θ ∈ [0, 1], set

Jθ = J(θ, ·):H → R and J ′θ(v) = ∂J(θ, v)/∂v.
Let us set

Γ = {γ ∈ C(H,H) : γ is odd and there exists L > 0

such that γ(v) = v if ‖v‖ ≥ L},
ck = inf

γ∈Γ
sup

v∈Hk

J0(γ(v)).

Assume that:

(A1) J satisfies a weaker form of the classical Palais–Smale condition: any
((θn, vn))n ⊂ [0, 1]×H such that

(2.1) (J(θn, vn))n is bounded and lim
n→+∞

J ′θn
(vn) = 0

converges up to subsequences;
(A2) for any b > 0 there exists Cb > 0 such that if (θ, v) ∈ [0, 1]×H then

|Jθ(v)| ≤ b ⇒
∣∣∣∣∂J∂θ (θ, v)

∣∣∣∣ ≤ Cb(‖J ′θ(v)‖+ 1)(‖v‖+ 1);

(A3) there exist two continuous maps η1, η2: [0, 1]×R → R, Lipschitz contin-
uous with respect to the second variable, such that η1(θ, · ) ≤ η2(θ, · )
and if (θ, v) ∈ [0, 1]×H then

(2.2) J ′θ(v) = 0 ⇒ η1(θ, Jθ(v)) ≤
∂J

∂θ
(θ, v) ≤ η2(θ, Jθ(v));

(A4) J0 is even and for each finite dimensional subspace W of H it results

lim
v∈W

‖v‖→+∞

sup
θ∈[0,1]

J(θ, v) = −∞.
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For i ∈ {1, 2}, let ψi: [0, 1] × R → R be the flow associated to ηi, i.e. the
solution of problem { ∂ψi

∂θ
(θ, s) = ηi(θ, ψi(θ, s)),

ψi(0, s) = s.

Note that ψi(θ, ·) is continuous, non-decreasing on R and ψ1(θ, · ) ≤ ψ2(θ, · ).
Set

η1(s) = sup
θ∈[0,1]

|η1(θ, s)|, η2(s) = sup
θ∈[0,1]

|η2(θ, s)|.

In this framework, the following abstract result can be proved (for more
details and the proof, see [5, Theorem 3] and [6, Theorem 2.2]).

Theorem 2.1. There exists C ∈ R such that if k ∈ N then

(a) either J1 has a critical level c̃k with ψ2(1, ck) < ψ1(1, ck+1) ≤ c̃k,
(b) or ck+1 − ck ≤ C(η1(ck+1) + η2(ck) + 1).

Remark 2.2. If η2 ≥ 0 in [0, 1]×R, the function ψ2( · , s) is non-decreasing
on [0, 1]. Hence, ck ≤ c̃k for all ck verifying case (a).

3. Variational setting and preliminary lemmas

In order to simplify the variational approach, let us remark that, for fixed
f ∈ L2(BR) and ξ ∈ R, problem (1.1) can be reduced to a new problem with
homogeneous boundary conditions. More precisely, u is a solution of (1.1) if and
only if v is a solution of

(P)

{
−∆v = g(x, v + ξ) + f(x) in BR,

v = 0 on ∂BR,

where u = v + ξ.
From now on, let (G1) and (G2) hold so, by simple calculations, some con-

stants βi > 0 exist such that

(3.1) β1|s|µ − β2 ≤ G(x, s) ≤ 1
µ
sg(x, s) + β3 ≤ β4(|s|p + 1)

for all (x, s) ∈ BR × R. Clearly, it has to be µ ≤ p.
Thus, studying problem (P) corresponds to looking for critical points of the

functional

(3.2) J1(v) =
1
2

∫
BR

|∇v|2 dx−
∫

BR

G(x, v + ξ) dx−
∫

BR

fv dx

on Sobolev space H1
0 (BR) equipped with the usual norm

‖v‖2 =
∫

BR

|∇v|2 dx.
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Moreover, we denote by | · |q the usual norm in Lebesgue space Lq(BR) for any
q ≥ 1.

If, furthermore, g satisfies radial condition (G4) and f is radial, we just
look for radial solutions of (P), that is, critical points of functional (3.2) on the
subspace

Hr = {v ∈ H1
0 (BR) : v(x) = v(|x|)}

(for some properties of this space, see e.g. [14]).
At last, assume that also condition (G3) holds.
Now, in order to find multiple critical points of the non-even functional J1,

we want to apply the Bolle’s perturbation method. Thus, consider the family of
functionals J : [0, 1]×Hr → R defined as

(3.3) J(θ, v) =
1
2

∫
BR

|∇v|2 dx−
∫

BR

G(x, v + θξ) dx− θ

∫
BR

fv dx.

Clearly, J(0, · ) is an even functional while J(1, · ) = J1. For simplicity, denote
Jθ = J(θ, · ).

Classical theorems imply that J is a C1-functional with

(3.4)
∂J

∂θ
(θ, v) = −ξ

∫
BR

g(x, v + θξ) dx−
∫

BR

fv dx,

J ′θ(v)[w] =
∂J

∂v
(θ, v)[w]

=
∫

BR

∇v · ∇w dx−
∫

BR

g(x, v + θξ)w dx− θ

∫
BR

fw dx

for all θ ∈ [0, 1] and v, w ∈ Hr.
From now on, in the proofs of the following lemmas we denote by ai suitable

positive constants.
First of all, we prove a technical lemma which allows one to verify that the

functional J in (3.3) satisfies assumptions (A1)–(A4) introduced in the previous
section.

Lemma 3.1. Taken any δ ∈ (1/µ, 1/2) two constants β1(δ), β2(δ) > 0 exist
such that for any (θ, v) ∈ [0, 1]×Hr it is

(3.5) ‖v‖2 + |v + θξ|µµ ≤ β1(δ)(Jθ(v)− δJ ′θ(v)[v]) + β2(δ),

(3.6) ‖v‖2 +
∫

B+
v

G(x, v + θξ) dx+
∫

B+
v

g(x, v + θξ)(v + θξ) dx

≤ β1(δ) (Jθ(v)− δJ ′θ(v)[v]) + β2(δ)

where B+
v = {x ∈ BR : |v(x) + θξ| ≥ %} (here, % is as in (G1)).
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Proof. Let δ ∈ (1/µ, 1/2) and (θ, v) ∈ [0, 1] ×Hr be fixed. By definition,
it is

(3.7) Jθ(v)− δJ ′θ(v)[v] =
(

1
2
− δ

)
‖v‖2

+
∫

BR

(δg(x, v + θξ)v −G(x, v + θξ)) dx− (1− δ)θ
∫

BR

fv dx.

Fixed any s ∈ (1/µ, δ) by (3.1) it is quite simple to see that∫
BR

(δg(x, v + θξ)v −G(x, v + θξ)) dx

≥ (µs− 1)
∫

BR

G(x, v + θξ) dx+
δ − s

2

∫
BR

g(x, v + θξ)(v + θξ) dx

+
δ − s

2

∫
BR

g(x, v + θξ)
(
v + θξ − 2θξδ

δ − s

)
dx− a1.

If we denote

B+ =
{
x ∈ BR : |v(x) + θξ| ≥ max

{
%,

2θ|ξ|δ
δ − s

}}
, B− = BR \B+,

it is obvious that ∣∣∣∣ ∫
B−

g(x, v + θξ)
(
v + θξ − 2θξδ

δ − s

)
dx

∣∣∣∣ ≤ a2,

while by (G1) it is easy to check that∫
B+

g(x, v + θξ)
(
v + θξ − 2θξδ

δ − s

)
dx ≥ 0.

Hence, we obtain

(3.8) (µs− 1)
∫

BR

G(x, v + θξ) dx+
δ − s

2

∫
BR

g(x, v + θξ)(v + θξ) dx

≤
∫

BR

(δg(x, v + θξ)v −G(x, v + θξ)) dx+ a3.

On the other hand, by Young inequality, it is

(1− δ)θ
∣∣∣∣ ∫

BR

fv dx

∣∣∣∣ ≤ 1− 2δ
4

‖v‖2 + a4,

thus, by (3.7) and (3.8) it follows

1− 2δ
4

‖v‖2 + (µs− 1)
∫

BR

G(x, v + θξ) dx

+
δ − s

2

∫
BR

g(x, v + θξ)(v + θξ) dx ≤ Jθ(v)− δJ ′θ(v)[v] + a5.
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Whence, this last inequality and (3.1) imply (3.5) while (3.6) follows by∣∣∣∣(µs− 1)
∫

B−v

G(x, v + θξ) dx+
δ − s

2

∫
B−v

g(x, v + θξ)(v + θξ) dx
∣∣∣∣ ≤ a6,

where B−v = BR \B+
v . �

Lemma 3.2. If ((θn, vn))n ⊂ [0, 1]×Hr is a sequence such that (2.1) holds,
then it converges up to subsequences.

Proof. It is easy to prove that (3.5) and (2.1) imply (vn)n is bounded;
hence, it converges weakly in Hr up to subsequences. Thus, the proof follows by
(G2) and standard arguments. �

Lemma 3.3. For any b > 0 there exists Cb > 0 such that if (θ, v) ∈ [0, 1]×Hr

then

|Jθ(v)| ≤ b ⇒
∣∣∣∣∂J∂θ (θ, v)

∣∣∣∣ ≤ Cb(‖J ′θ(v)‖+ 1)(‖v‖+ 1).

Proof. By (3.4) it is∣∣∣∣∂J∂θ (θ, v)
∣∣∣∣ ≤ |ξ|∫

BR

|g(x, v + θξ)| dx+ a1‖v‖.

As we can assume % ≥ 1 (without loss of generality), (G1) implies that∫
BR

|g(x, v + θξ)| dx ≤
∫

B+
v

g(x, v + θξ)(v + θξ) dx+ a2,

hence the proof follows by (3.6). �

In order to determine the “control” functions ηi(θ, s), which need in (A3), we
can apply the result stated in [6, Lemma 4.3] in the non-radial case. Anyway, for
completeness, here we prove it by using simpler arguments thanks to the radial
symmetry.

Lemma 3.4. There exists a constant C > 0 such that

(3.9) (θ, v) ∈ [0, 1]×Hr, J
′
θ(v) = 0 ⇒

∣∣∣∣∂J∂θ (θ, v)
∣∣∣∣ ≤ C(J2

θ (v) + 1)1/4.

Proof. Let (θ, v) ∈ [0, 1]×Hr be such that J ′θ(v) = 0, i.e.

(Pθ)

{
−∆v = g(x, v + θξ) + θf(x) in BR,

v = 0 on ∂BR.
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Hence, by (3.4) it is

∂J

∂θ
(θ, v) = − ξ

∫
BR

g(x, v + θξ) dx−
∫

BR

fv dx

= ξ

∫
BR

(∆v + θf) ds−
∫

BR

fv dx

= ξ

∫
∂BR

∂v

∂ν
dσ + θξ

∫
BR

f dx−
∫

BR

fv dx.

Since v = v(|x|) then ∫
∂BR

∂v

∂ν
dσ = v̇(R) ωN−1,

where ωN−1 =
∫

∂BR
dσ. Thus,

(3.10)
∂J

∂θ
(θ, v) = v̇(R)ξωN−1 + θξ

∫
BR

f dx−
∫

BR

fv dx.

As µ > 2, by (3.5) it is

(3.11)
∣∣∣∣ ∫

BR

fv dx

∣∣∣∣ ≤ |f |2 |v|2 ≤ a1|f |2(|v + θξ|µ + a2) ≤ a3(J2
θ (v) + 1)1/(2µ).

On the other hand, in order to give an estimate on v̇(R), let us remark that as
v is a radial solution of (Pθ) then as one-dimensional function v = v(ρ) (with
ρ = |x|) it solves

(Pθ,r)

 −v̈ − N − 1
ρ

v̇ = g(ρ, v + θξ) + θf(ρ) if ρ ∈ (0, R],

v(R) = 0.

By multiplying by ρN v̇ and integrating on [0, R], simple calculations give

− v̇2(R)
RN

2
− N − 2

2

∫ R

0

v̇2ρN−1 dρ = −N
∫ R

0

G(ρ, v + θξ)ρN−1 dρ

+ G(R, v(R) + θξ)RN −
∫ R

0

∂G

∂ρ
(ρ, v + θξ)ρN dρ+ θ

∫ R

0

fv̇ρN dρ;

then

v̇2(R)
RN

2
≤N

∫ R

0

G(ρ, v + θξ)ρN−1 dρ+ |G(R, θξ)| RN

+
∫ R

0

∣∣∣∣∂G∂ρ (ρ, v + θξ)
∣∣∣∣ρNdρ+

∫ R

0

|fv̇|ρN dρ

≤ N

ωN−1

∫
BR

G(x, v + θξ) dx+ |G(R, θξ)|RN

+
R

ωN−1

∫
BR

|∇xG(x, v + θξ)| dx+
R

ωN−1

∫
BR

|f ||∇v| dx.
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Let us remark that by definition it is∫
BR

G(x, v + θξ) dx =
1
2
‖v‖2 − Jθ(v)− θ

∫
BR

fv dx

while by (G1) and (1.2) it is∫
BR

|∇xG(x, v + θξ)| dx ≤ a4

∫
B+

v

g(x, v + θξ)(v + θξ) dx+ a5.

Hence, (3.11), Lemma 3.1 with J ′θ(v) = 0 and simple calculations imply

(3.12) |v̇(R)| ≤ a6(J2
θ (v) + 1)1/4.

Thus (3.10)–(3.12) yield the conclusion. �

Remark 3.5. If ξ = 0, the result in Lemma 3.4 can be improved by avoiding
assumption (1.2). In fact, in this case (3.12) is not more necessary while only
(3.11) is needed, so (3.9) can be replaced by∣∣∣∣∂J∂θ (θ, v)

∣∣∣∣ ≤ a3(J2
θ (v) + 1)1/(2µ).

Lemma 3.6. For each finite dimensional subspace W of Hr it results

lim
v∈W

‖v‖→+∞

sup
θ∈[0,1]

J(θ, v) = −∞.

Proof. Since (3.1) implies that J(θ, v) ≤ a1‖v‖2 − a2|v|µµ + a3, up to some
suitable positive constants ai’s, then the conclusion follows by µ > 2 and the
equivalence of all norms in a finite dimensional space. �

Remark 3.7. Let us point out that all the lemmas in this section can be
obtained even if no radial assumption holds (see e.g. [6], [8]).

4. Growth estimates and proof of the result

In order to apply Theorem 2.1 we need a sequence of finite dimensional
subspaces of Hr for introducing a suitable sequence of min-max levels.

To this aim, let us denote by λ1 < λ2 ≤ λ3 . . . the eigenvalues of−∆ acting on
the radial functions with homogeneous boundary conditions, i.e. the eigenvalues
of problem  −φ′′ − N − 1

ρ
φ′ = λφ in (0, R],

φ(R) = 0.
As it is well known, classical arguments and the boundary condition imply that

λk =
(
jk
ν

R

)2

for each k ≥ 1,
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where (jk
ν )k is the sequence of the positive zeros of Bessel function Jν and ν =

(N − 2)/2. Moreover, it is

λk ∼
(
π

R

)2

k2 for k large enough.

Now, if (uk)k is an orthonormal basis of eigenfunctions associated to (λk)k,
let us define a sequence of finite dimensional subspaces of Hr as

H1 = Ru1, Hk+1 = Hk ⊕ Ruk+1 if k ≥ 1,

and a corresponding sequence of min-max levels as

ck = inf
γ∈Γ

sup
v∈Hk

J0(γ(v)) for each k ≥ 1,

where Γ is as in Section 2 with H = Hr.
Let us remark that by the lemmas in the previous section the path of func-

tionals (Jθ)θ∈[0,1] satisfies assumptions (A1)–(A4) of Theorem 2.1 with

(4.1) −η1(θ, s) = η2(θ, s) = C (s2 + 1)1/4

or better, by Remark 3.5,

(4.2) −η1(θ, s) = η2(θ, s) = C (s2 + 1)1/(2µ) if ξ = 0.

Thus, we have just to estimate the growth of ck’s. It is known that there
exists a constant M > 0 such that

(4.3) ck ≥M k2p/(N(p−2)) for k large enough.

This inequality follows by a result due to Tanaka (cf. [17]) and a suitable estimate
of the number of the negative eigenvalues of the operator −∆+V (x) in H1

0 (BR),
briefly N−(−∆ + V (x)), taken a potential V = V (x) not necessarily radial (see,
e.g. [6], [8], [9]).

Here, we want to improve (4.3) by exploiting the radial symmetry of our
problem; hence, we give a better estimate of N−(−∆ + V (x)) in the space of
radial functions Hr. Such a result is already known in RN (see [3, Theorem
2.5.1 and Section 3.3]) but for completeness we give here the proof in the open
sphere BR.

Lemma 4.1. Let N ≥ 3 and V ∈ L1(BR), V (x) = V (|x|). Then, there exists
a constant cR > 0, depending only on the radius R, such that

N−(−∆ + V (x)) ≤ cR

∫ R

0

ρ|V−(ρ)| dρ
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with ρ = |x| and V−(ρ) = min{0, V (ρ)}.

Proof. By the radial symmetry of the problem, λ is an eigenvalue of −∆+
V (x) in Hr with eigenfunction ϕ if and only if it is an eigenvalue of

− d2

dρ2
+

(N − 1)(N − 3)
4ρ2

+ V (ρ)

in H1
0 ([0, R]) with eigenfunction ϕ̃ = ρ(N−1)/2ϕ. Then, it is

N−(−∆ + V (x)) = N−

(
− d2

dρ2
+

(N − 1)(N − 3)
4ρ2

+ V (ρ)
)
,

where N ≥ 3 implies

N−

(
− d2

dρ2
+

(N − 1)(N − 3)
4ρ2

+ V (ρ)
)
≤ N−

(
− d2

dρ2
+ V−(ρ)

)
.

Thus, without loss of generality, we can restrict to estimate

N−

(
− d2

dρ2
+ V (ρ)

)
in the further assumption V ≤ 0, V 6≡ 0.

Firstly, on one-dimensional Sobolev space H1
0 ([0, R]) let us introduce the

family of operators

Tτ (y) = −ÿ + τV (ρ)y, τ ∈ [0, 1].

Clearly, for each τ ∈ [0, 1] the spectrum of Tτ is a sequence of simple eigenvalues

λ1(τ) < λ2(τ) < . . . < λn(τ) < . . . .

Taken k = N−(−d2/dρ2 + V (ρ)), we can assume k > 0 (otherwise the proof is
trivial). So, λk(1) < 0 ≤ λk+1(1) and there exists µ0 > 0 small enough such that

(4.4) λk(1) < −µ2
0.

By [3, Theorem S1.3.1] it follows that for any n ∈ N function λn(τ) is analytic
and

λ′n(τ) =
∫ R

0

V (ρ)|ψn(τ, ρ)|2 dρ,

with ψn(τ, ρ) normalized eigenfunction of Tτ corresponding to eigenvalue λn(τ).
By the way, since V is negative, it is λ′n(τ) < 0. Hence, (4.4) and λk(0) > 0 imply
that there exists a unique τk ∈ (0, 1) such that λk(τk) = −µ2

0 while λk(τ) < −µ2
0

for all τ ∈ (τk, 1]. Thus, by the previous arguments, there exist exactly k numbers
τ1, . . . , τk ∈ (0, 1) such that for each n ∈ {1, . . . , k} the equation

(4.5) − ÿ + µ2
0y = − τnV (ρ)y

admits non trivial solutions in H1
0 ([0, R]).
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Consider the differential operator L = −d2/dρ2 + µ2
0 defined on H1

0 ([0, R]).
It is well-known that it is invertible with

L−1f =
∫ R

0

K(ρ, σ)f(σ) dσ,

where by classical arguments it is

K(ρ, σ) =


sinh(µ0(R− σ)) sinh(µ0ρ)

µ0 sinh(µ0R)
for 0 ≤ ρ < σ,

sinh(µ0σ) sinh(µ0(R− ρ))
µ0 sinh(µ0R)

for σ < ρ ≤ R.

Clearly, equation (4.5) becomes

L−1(|V (ρ)|y) =
1
τn

y,

whence, the new integral operator L̃f = L−1(|V (ρ)|f), with kernel

K1(ρ, σ) = K(ρ, σ)|V (ρ)|,

has k eigenvalues 1/τn ∈ (1,+∞). Since L̃ is a positive trace class operator, it
has a discrete spectrum of positive simple eigenvalues ν1, . . . , νn, . . . such that

+∞∑
n=1

νn =
∫ R

0

K1(ρ, ρ) dρ.

Thus, the previous arguments and simple calculations imply that

k ≤
k∑

n=1

1
τn

=
∑

νn≥1

νn ≤
+∞∑
n=1

νn =
∫ R

0

K1(ρ, ρ) dρ

=
∫ R

0

sinh(µ0(R− ρ)) sinh(µ0ρ)
µ0 sinh(µ0R)

|V (ρ)| dρ

≤ 1
µ0

∫ R

0

sinh(µ0ρ) |V (ρ)| dρ ≤ cR

∫ R

0

ρ |V (ρ)| dρ

where cR = sinh(µ0R)/(µ0R) > 0 since sinh t/t is increasing in (0, µ0R]. �

Proof of Theorem 1.1. As already remarked, Theorem 2.1 applies. Now,
in order to state the existence of infinitely many solutions of (1.1), by Remark 2.2
and (4.3) the last step is proving that case (b) cannot occur for all k large enough
where, here, by (4.1) condition (b) becomes

(4.6) ck+1 − ck ≤ C1(c
1/2
k+1 + c

1/2
k + 1)

for a suitable constant C1 > 0.
In fact, if (4.6) holds for all k large enough by [2, Lemma 5.3] a constant

C2 > 0 and an integer k0 exist such that

(4.7) ck ≤ C2 k
2 for all k ≥ k0.
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On the other hand, by (3.1) it is

J0(v) ≥
1
2
‖v‖2 − C3|v|pp − C4

for suitable positive constants C3, C4, so it is

(4.8) ck ≥ bk − C4,

where
bk = inf

γ∈Γ
sup

v∈Hk

K(γ(v)), K(v) =
1
2
‖v‖2 − C3|v|pp.

Thus, by [17, Theorem B] it follows that for all k ∈ N there exists vk ∈ Hr,
critical point of K, such that

(4.9) K(vk) ≤ bk,

and its large Morse index is greater or equal than k, i.e.

K ′′(vk) = −∆− C3p(p− 1)|vk|p−2 has at least k non-positive eigenvalues.

Hence, by (4.9) and Lemma 4.1 with V (x) = −C3p(p− 1)|vk|p−2 we obtain

k ≤ N−(−∆− C3p(p− 1)|vk|p−2) ≤ C5

∫ R

0

ρ|vk(ρ)|p−2dρ,

which implies by Hölder inequality that

(4.10) k ≤ C5

( ∫ R

0

ρldρ

)2/p( ∫ R

0

ρN−1|vk(ρ)|pdρ
)(p−2)/p

,

with l = N − 1− p(N − 2)/2.
As l > −1 and K ′(vk) = 0, (4.10) implies

(4.11) k ≤ C6

( ∫
Ω

|vk(x)|pdx
)(p−2)/p

≤ C7 b
(p−2)/p
k .

Whence, by (4.8) and (4.11) it is

(4.12) ck ≥ C8k
p/(p−2) if k is large enough.

Hence, (4.12) is in contradiction with (4.7) if
p

p− 2
> 2 ⇔ 2 < p < 4,

inequality which gives a further upper bound on a subcritical p only if N = 3.
At last, if f ∈ C(BR), we claim that each weak radial solution u of (1.1)

is classical. In fact, standard regularity results imply that u ∈ C1,α(BR) with
α ∈ (0, 1) (see, e.g. [16, Appendix B]). Moreover, since u is radial, it satisfies the
scalar equation

−ü− N − 1
ρ

u̇ = g(ρ, u) + f in (0, R],
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thus, as g( · , u) + f ∈ C([0, R]), ü is continuous not only in (0, R] but also in 0
(see [4, Lemma 4.1]). �

Proof of Theorem 1.2. If ξ = 0 by (4.2) inequality (4.6) can be improved
as

ck+1 − ck ≤ C1(c
1/µ
k+1 + c

1/µ
k + 1).

Hence, (4.7) becomes

(4.13) ck ≤ C2 k
µ/(µ−1) for all k ≥ k0.

On the other hand, (4.12) still holds, so it contradicts (4.13) if

µ

µ− 1
<

p

p− 2
, i.e. p < 2µ,

which is always true for all p < 2∗ when N ≥ 4 since 2µ > 4. �
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