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CONTINUITY OF ATTRACTORS
FOR NET-SHAPED THIN DOMAINS

Thomas Elsken

Abstract. Consider a reaction-diffusion equation ut = 4u + f(u) on
a family of net-shaped thin domains Ωε converging to a one dimensional

set as ε ↓ 0. With suitable growth and dissipativeness conditions on f these

equations define global semiflows which have attractors Aε. In [4] it has
been shown that there is a limit problem which also defines a semiflow hav-

ing an attractor A0, and the family of attractors is upper-semi-continuous

at ε = 0. Here we show that under a stronger dissipativeness condition the
family of attractors Aε, ε ≥ 0, is actually continuous at ε = 0.

1. Introduction

Consider domains Ωε depending on a parameter ε > 0. On Ωε we have
a reaction-diffusion equation with Neumann boundary condition

(1.1) ut = 4u + f(u) in Ωε, ∂νu = 0 on ∂Ωε.

This equation generates a dynamical system if we impose suitable growth and
dissipativeness conditions on the non linearity f . Then equation (1.1) induces
a semiflow πε on some functional space, and this semiflow has an attractor Aε.
Many authors have asked and answered questions regarding the existence of
a limiting dynamical system, as ε→ 0. E.g. if there is a equation which induces
a semiflow π0 with attractor A0, such that the semiflows πε and attractors Aε
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converge in some sense. We are interested principally in the case that the do-
mains Ωε are thin domains, that is they are squeezed in some sense as ε → 0,
collapsing to a lower dimensional set. Among others, Hale and Raugel in [8]
and [9], Prizzi and Rybakowski in [14], Prizzi, Rinaldi and Rybakowski in [13]
and Elsken in [4] have shown for this type of singular perturbations that a limit-
ing semiflow π0 exists, it has an attractor A0, πε converges to π0 in some sense,
and the family of attractors Aε, ε ≥ 0, is upper-semi-continuous at ε = 0. Un-
der the assumption that eigenvalues and eigenvectors converge, and some mild
geometrical condition, Arrieta and Carvalho show in [2] that the attractors are
even continuous.

We want to extend the results of [2] to the case of squeezed domains. That
is we will prove the continuity of the attractors Aε at ε = 0 for the case of thin
net-shaped domains. The results in [2] do not include the case where |Ωε| → 0,
in particular they do not apply to the case of squeezed domains.

The fundamental idea we use is the same as in [2], but due to the singular
perturbation of collapsing domains there are additional difficulties which have to
be overcome. Roughly the argument is as follows. One knows that the attractors
are upper-semi-continuous, and shows that the same is true for all points of
equilibrium of the semiflows πε. We assume that there are only finitely many of
these points and that 0 is not in the spectrum of the linearization around each
point of equilibrium for the limit flow. Then the same holds for πε for ε > 0
small, and the points of equilibrium are continuous at ε = 0. Any point in A0

which is not a point of equilibrium has to lie on a trajectory which is in the
unstable manifold of some point of equilibrium of π0. Unlike in [2] we use fixed
points on spaces of functions with exponential growth to construct the unstable
manifolds (see e.g. Schneider [16], Fischer [5] and Rybakowski [15]). We show
that given a trajectory π0( · , u0) converging exponentially as t→ −∞ to a point
of equilibrium of π0, for ε > 0 small there are trajectories πε( · , uε) converging
exponentially (as t→ −∞) to some point of equilibrium of πε, and the πε( · , uε)
themselves converge (as ε → 0) in some sense to π0( · , u0). This then gives the
continuity of the attractors.

Our technique works also in the other cases of thin domains mentioned above.
We consider here only the case of net-shaped ones because this is the most general
case. Also it presents some features which give rise to technical difficulties which
are not present in the remaining cases.

The most important one is related to the weaker convergence we have for
this case: in [14] and other papers the semiflows converge with respect to the
family of norms ‖A1/2

ε · ‖L2 , that is the natural norms of fractional power spaces
induced by the abstract linear operator of equation (1.1). For net-shaped thin
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domains this is not true in general, and one has to introduce a second family of
norms (defined in (1.3)) for the convergence of the semiflows and attractors.

We will now state our main result. Unfortunately the exact definition of
net-shaped domains is rather lengthy, so we shall postpone it to the next section
and give only the essential features here.

We assume Ωε ⊂ RM+1, ε > 0, M ∈ N fixed, to be C2, bounded, and to
consist of KE edges and KN nodes:

Ωε =
KE⋃
j=1

Ωε,j ∪
KE+KN⋃
j=KE+1

Ωε,j ,

KE ,KN ∈ N. All edges and nodes may have holes or multiple branches. Roughly
speaking the edges converge to curves and the nodes to points, as ε → 0. Each
edge Ωε,j , j = 1, . . . ,KE , is the transformation of a fixed bounded, Lipschitz
domain Gj via a map Ψε,j . These maps Ψε,j have a special structure and satisfy
|detDΨε,j | ≤ CεM . For each node Ωε,j , j = KE + 1, . . . ,KE + KN , there
are bounded Gε,j and a bijection Ψε,j :Gε,j → Ωε,j such that DΨε,j = εEM+1,
where the latter is the unit matrix. Also, each Gε,j is transformed by bounded
diffeomorphisms onto a finite number of fixed domains.

We identify H1(Ωε) and L2(Ωε) with spaces

Hε ⊂
KE∏
j=1

H1(Gj)×
KE+KN∏
j=KE+1

H1(Gε,j),

Lε ⊂
KE∏
j=1

L2(Gj)×
KE+KN∏
j=KE+1

L2(Gε,j),

respectively (see (2.2), (2.3) below).
The nonlinearity f : R→ R is C2. We impose two conditions on it:

(H1) |f ′(s)|≤C(|s|β1+1) for all s ∈ R, where C, β1≥0 are constants; if M >1,
then additionally β1 ≤ p∗/2− 1, where p∗ = 2(M + 1)/(M − 1) > 2.

(H2) lim sup|s|→∞ f(s)/s|s|β2 ≤ −ξ, for some ξ > 0 and β2 > 0.

In this paper we will always impose condition (H1) on f . Condition (H2) will be
needed for our central result and in part of section three (see Proposition 3.3).
Throughout this paper we shall assume at least the following weaker version
of (H2) on f :

(H2’) lim sup|s|→∞ f(s)/s ≤ −ξ, for some ξ > 0.

It is well known that under these assumptions equation (1.1) can be written as
an abstract equation

(1.2) ut = −Aεu + fε(u) t > 0,
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where Aε:D(Aε) ⊂ Lε → Lε is a sectorial operator and fε:Hε → Lε is the
Nemitsky operator of f . (1.2) induces a semiflow πε on Hε, and this semiflow
has a global attractor Aε ⊂ Hε (see e.g. [4]).

We need a few notations regarding the limit semiflow. Write (x, y), x ∈ R,
y ∈ RM , for a generic point of RM+1, and set H1

s (U) := {u ∈ H1(U) : Dyu = 0},
L2

s(U) the closure of H1
s (U) in L2(U), for a domain U ⊂ RM+1. Denote by f0 and

Df0 the Nemitsky operators of f and f ′ on
∏KE

j=1 H1
s (Gj), respectively. Define

norms | · |ε,d, ε > 0, 0 ≤ d ≤ 1, on Hε by

(1.3) |(u1, . . . , uKE+KN
)|2ε,d :=

KE∑
j=1

‖uj‖2L2(Gj)
+ ‖Dxuj‖2L2(Gj)

+
1

ε2d
‖Dyuj‖2L2(Gj)

+ ε

KE+KN∑
j=KE+1

‖uj‖2L2(Gε,j)
+

1
ε2
‖Duj‖2L2(Gε,j)

.

For ε = 0 set

|(u1, . . . , uKE
)|20,d :=

KE∑
j=1

‖uj‖2H1(Gj)
.

In [4] it is shown that there are linear spaces

H0 ⊂
KE∏
j=1

H1
s (Gj), L0 =

KE∏
j=1

L2
s(Gj),

a linear embedding ΦH
ε :H0 → Hε and a sectorial operator A0:D(A0) ⊂ L0 → L0

such that

(1.4) ut = −A0u + f0(u) for t > 0

induces a semiflow π0 on H0 which has an attractor A0 ⊂ H0. As ε → 0, πε

converges to π0 with respect to the family of norms |·|ε,d for d < 1, and the family
of attractors Aε, ε ≥ 0, is upper-semicontinuous at ε = 0 (see Theorem 2.2).

In this article we prove the continuity of these attractors. That is we show

Theorem 1.1. Assume Ωε satisfy the conditions of Section 2 and f (H1),
(H2) above. Assume also that the limit semiflow π0 has only finitely many points
of equilibrium, say {u0

1, . . . , u
0
M0
} ⊂ H0, and 0 is not in the spectrum of the linear

operators

(1.4) A0 −Df0(u0
j )id: D(A0)→ L0 for all j = 1, . . . , M0.

Then the family of attractors Aε, ε ≥ 0, is continuous at ε = 0, i.e. for 0 ≤ d < 1

lim
ε→0

distε,d(Aε,A0) = 0,
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where for U ⊂ Hε, V ⊂ H0 we define

distε,d(U, V ) := sup
u∈U

inf
v∈V
|u− ΦH

ε v|ε,d + sup
v∈V

inf
u∈U
|u− ΦH

ε v|ε,d.

In section three we prove the attractors Aε, ε ≥ 0, to be bounded uniformly
in L∞ (Proposition 3.3). Thus for u ∈ A0 we have Df0(u):L0 → L0 and (1.5)
in the theorem above makes sense.

This paper is organized as follows. In section two we present our notations,
define net-shaped domains and state some results of [4]. In section three we
prove the boundedness of the attractors in L∞ and some auxiliary results we
shall need in the next section. There we prove Theorem 1.1.

2. Notations and assumptions on Ωε

In this section we will present our notations and state the exact requirements
on the domains Ωε. We will also bring some results of [4] we shall need.

In the rest of this paper ε will always — unless stated otherwise — denote
a number in ]0, 1].

M ∈ N is a fixed positive natural number. We will write (x, y) for a generic
point in R× RM = RM+1. Let U ⊂ RM+1 then projx(U) is the projection onto
the first coordinate.

As in [14], [4] and other papers here also the set of functions on an open set
Ω ⊂ RM+1 which have derivative 0 in y-direction plays an important role. We
define

H1
s (Ω) := {u ∈ H1(Ω) : Dyu = 0}, L2

s(Ω) := H1
s

L2(Ω)(Ω).

L2
s(Ω) is a closed subset of L2(Ω), hence the orthogonal complement exists.

Denote it by L2
⊥(Ω).

For n ∈ N we denote by En ∈ Rn×n the unit-matrix and for a vector x ∈ Rn

‖x‖ denotes the Euclidian norm.
Let V be a normed space, z ∈ V and δ > 0. Then Bδ(z) ⊂ V denotes the

open ball around z with radius δ.
If U ⊂ Rn then |U | is the Lebesgue-measure of U . The closure will be denoted

by U .
We will use the notation u0πt for semiflows π(t, u0) = u(t), u solution of

some (abstract) differential equation with initial value u0.
In proofs we shall often substitute an index εn by the simpler n. For example

Aεn
, H1

εn
and ‖ · ‖εn,d will be An, H1

n and ‖ · ‖n,d. Also we shall assume
constants C1, C2, . . . to be independent of ε. If they depend on ε we shall always
indicate this, writing C(ε), or C(n) if ε = εn.

We will start defining the domain Ωε which, as already mentioned, will be net
like and consists of KE ∈ N edges and KN ∈ N nodes. More in detail we assume
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Ωε ⊂ RM+1 to be bounded, connected and C2. Ωε =
⋃KE

j=1 Ωε,j ∪
⋃KE+KN

j=KE+1 Ωε,j ,
where the Ωε,j are mutually disjoint and satisfy the following.

The edges Ωε,j , j = 1, . . . ,KE , have a description

Ωε,j = Ψε,j(Gj),

where Gj ⊂ R × RM is open, bounded, connected and Lipschitz. To facilitate
notation we assume projx(Gj) = ]0, 1[.

The transformation Ψε,j :Gj → Ψε,j(Gj) ⊃ Ωε,j is a C1-diffeomorphism Tε,j

which is near to the identity, followed by a contraction Sε in y-direction and
a C1-diffeomorphism Tj which is independent of ε:

Ψε,j = Tj ◦ Sε ◦ Tε,j .

Here Tε,j :Q1,j ⊃ Gj → Tε,j(Gj) ⊂ Q2,j is a C1-diffeomorphism, Q1,j , Q2,j ⊂
RM+1 fixed, open, bounded sets. Sε(x, y) := (x, εy) and Tj : Q̃j → Tj(Q̃j) ⊂
RM+1 is again a C1-diffeomorphism, Q̃j ⊃

⋃
0≤ε≤1 Sε(Tε,j(Gj)) open. Roughly

speaking Tε,j is there to give some liberty choosing the nodes, Sε is the normal
squeezing, and Tj moves an edge into the right position (i.e. to [0, 1] × RM ),
eventually scaling and deforming it in a way independent of ε.

We want an edge to touch a node only at the sides corresponding to ({0} ×
RM ) ∩Gj or ({1} × RM ) ∩Gj , so we assume

∅ 6= Ψε,j
−1(Ωε,i ∩ Ωε,j) ⊂ {0} × RM ,

if the edge Ωε,j begins at the node Ωε,i, or

∅ 6= Ψε,j
−1(Ωε,i ∩ Ωε,j) ⊂ {1} × RM ,

if the edge Ωε,j ends at the node Ωε,i, for all possible i, j.
We assume also that any edge may only begin or end at a given node, but

not both.
Each of the nodes Ωε,j , j = KE + 1, . . . ,KE + KN , converges to a one point

set, say Ω0,j = {z0,j} ∈ Ti(Q̃i) ⊂ RM+1, for all edges Ωε,i which either start or
end at the node Ωε,j .

We assume the node Ωε,j , j = KE + 1, . . . ,KE + KN , has a description
Ωε,j = Ψε,j(Gε,j), where Ψε,j(z) = εz + zε,j , zε,j → z0,j as ε→ 0.

Note that since all edges are open, each node is closed in Ωε. It may even
have empty interior.

Throughout this article we put the following additional conditions (C1)–(C8)
on Gj , Tε,j , Tj and Gε,i, where always j = 1, . . . ,KE , i = KE +1, . . . ,KE + KN .

(C1) Gj ∩ ({0}×RM ) or Gj ∩ ({1}×RM ) has finitely many connected com-
ponents with positive M -dimensional measure, if the edge Gj begins or
ends at some node, respectively.
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(C2) There are at most countably many open, connected, pairwise disjoint
U j,l ⊂ Gj , l ∈ Ij , such that each U j,l has connected x-crossections and
E := {x ∈ R : there exists y ∈ RM , (x, y) ∈ Gj \

⋃
l∈Ij

U j,l} has at
most finitely many points of accumulation.

(C3) Tε,j(x, y) → (x, y), ε → 0, pointwise for all (x, y) ∈ Gj , and if (Tε,j)x

denotes the x-component of Tε,j , then (Tε,j)x → projx|Gj
uniformly

on Gj .
(C4) There is a C > 0 such that, for all ε ≤ 1, v ∈ RM+1, ‖v‖ = 1,

sup
(x,y)∈Gj

‖DTε,j(x, y)v‖, sup
(x,y)∈Tε,j(Gj)

‖DTε,j
−1(x, y)v‖ < C.

(C5) Define Tε,j , T ∗ε,j by

DTε,j(x, y) = EM+1 − Tε,j(x, y),

(DTε,j(x, y))−1 = EM+1 + T ∗ε,j(x, y).

Denote the elements of these matrix-functions by Tε,j,l,k and T ∗ε,j,l,k,
l, k = 0, . . . , M . We assume

sup
0<ε≤1,(x,y)∈Gj

(
1
ε
|Tε,j,0,l(x, y)|, 1

ε
|T ∗ε,j,0,l(x, y)|

)
<∞,

lim
ε→0
Tε,j(x, y) = lim

ε→0
T ∗ε,j(x, y) = 0,

and there are maps Tj = (Tj,1, . . . , Tj,M ):Gj → RM such that

lim
ε↓0

1
ε
Tε,j,0,l(x, y) = lim

ε↓0

1
ε
T ∗ε,j,0,l(x, y) = Tj,l(x, y)

for all (x, y) ∈ Gj , l = 1, . . . , M .
(C6) Gε,i is bounded independent of ε, i.e. there is a positive RΩ such that

Gε,i ⊂ BRΩ(0) for all 0 < ε ≤ 1.
(C7) Ωε is nicely connected, that is Ωε connects nicely at all edges.

We say Ωε connects nicely at the node Gε,i if the following is satisfied.
There are δ, C > 0, and for all edges Gk which begin or end at the node
Gε,i there are open, connected, Lipschitz, pairwise disjoint Gi,k,l ⊂ Gk,
connected ωi,k,l,x ⊂ RM , |ωi,k,l,x| ≥ δ for all x ∈ Ii,k, where Ii,k = ]0, δ[
if Gk begins, Ii,k = ]1− δ, 1[ if it ends at Gε,i, such that

Gi,k,l =
⋃

x∈Ii,k

{x} × ωi,k,l,x,

Gk ∩ (Ii,k × RM ) =
Li,k⋃
l=1

Gi,k,l

for all possible l, k. Set SΩ := {(i, k, l) : i = KE +1, . . . , KE + KN , l =
1, . . . , Li,k, k = 1, . . . , KE , Gk begins or ends at Gε,i}.
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If there are an ε1 > 0, (i, km, lm) ∈ SΩ, (xm, ym) ∈ ∂Gi,km,lm , m = 1, 2,
such that Ψε1,k1(x1, y1) and Ψε1,k2(x2, y2) belong to the same connected
component of Ωi,ε1 , then there are an open, connected, bounded, Lip-
schitz U = Ui,k1,l1,k2,l2 ⊂ Ψε,i

−1(Ωε), r > 0, both independent of ε, and
open

Uε = Uε,i,km,lm = Br(zε,i,km,lm) ⊂ U ∩Ψε,i
−1 ◦Ψε,km

(Gi,km,lm),

Ψε,km

−1 ◦Ψε,i(Uε) ⊂ (]0, εC[× RM )

if Gkm
begins, and

Ψε,km

−1 ◦Ψε,i(Uε) ⊂ (]1− εC, 1[× RM )

if Gkm
ends at Gε,i, for all ε and m = 1, 2.

(C8) One of the following holds:
(i) Gi,ε has empty interior for all ε > 0.
(ii) There are Gi,1, . . . , Gi,Ni ⊂ RM+1 open, bounded, connected, Lip-
schitz, C > 0, Gi,k ⊂ Qk ⊂ RM+1 open, Ψε,i,k:Qk → Ψε,i,k(Qk) ⊂
RM+1 C1-diffeomorphisms, Ψε,i,k(Gi,k) ⊂ Gε,i,

1
C
≤ |det DΨε,i,k(z)|, ‖DΨε,i,k(z)v‖,≤ C,∣∣∣∣Gε,i \

Ni⋃
k=1

Ψε,i,k(Gi,k)
∣∣∣∣ = 0,

for all possible z, k, ε and v ∈ RM+1, ‖v‖ = 1. For all k ∈ {1, . . . , Ni}
exist l ∈ {1, . . . ,KE}, open, bounded, connected, Lipschitz Ui,k ⊂
Ψε,i

−1(Ωε,i∪Ωε,l), r > 0, all independent of ε, and open Uε = Uε,i,k,l =
Br(zε,i,k,l) ⊂ Ui,k∩Ψε,i

−1(Ωε,l), such that |Ψε,i,k
−1(Ui,k∩Ψε,i,k(Gi,k))|

≥ 1/C, Ψε,l
−1◦Ψε,i(Uε) ⊂ ]0, εC[×RM if Gl begins, Ψε,l

−1◦Ψε,i(Uε) ⊂
]1− εC, 1[× RM if it ends at Gε,i, for all ε.

Proposition 3.1 in [4] states, that if (C1)–(C8) hold, then the following two
conditions hold too:

(C9) Define H0 as the set of all [u] = [u1, . . . , uKE
] ∈ H1

s (G1)×. . .×H1
s (GKE

)
such that there are a constant β > 0, a sequence εn ↓ 0 (both dependent
on [u]), and ûn ∈ H1(Ωεn

) such that ûn◦Ψεn,k ⇀ uk weakly in H1(Gk),
k = 1, . . . , KE ,

KE∑
k=1

1
εn
‖Dy(ûn ◦Ψεn,k)‖L2(Gk) +

KE+KN∑
k=KE+1

εn‖ûn ◦Ψεn,k‖2L2(Gεn,k)

+
1
εn
‖D(ûn ◦Ψεn,k)‖2L2(Gεn,k) < β.
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We assume H0 is a closed subspace of H1
s (G1) × . . . × H1

s (GKE
), and

for every ε > 0 there is a linear map

ΦH
ε :H0 → H1(G1)× . . .×H1(GKE

)×H1(Gε,KE+1)× . . .×H1(Gε,KE+KN
)

and a constant C > 0, independent of ε, such that for all [u] = [u1, . . . ,

uKE
] we have (ΦH

ε [u])k = uk, k = 1, . . . , KE . Also

(2.1) C

KE∑
k=1

‖uk‖2H1(Gk)

≥
KE+KN∑
k=KE+1

ε‖(ΦH
ε [u])k‖2L2(Gε,k) +

1
ε
‖D(ΦH

ε [u])k‖2L2(Gε,k) → 0,

as ε→ 0, and ûε defined by

ûε := (ΦH
ε [u])k ◦Ψε,k

−1 on Ωε,k, k = 1, . . . , KE + KN ,

is a function in H1(Ωε) (i.e. ΦH
ε [u] comes from the H1-function ûε via

the transformations Ψε,k).
(C10) If C > 0, εn → 0, [un] ∈ H1

εn , |[un]|εn,1 ≤ C and ‖[un]‖L2
εn

= 1 for
all n, then

εn

KE+KN∑
k=KE+1

‖un,k‖2L2(Gεn,k) → 0, as n→∞.

To simplify notations we set ΦH
0 := id on H0.

�0
1

1

y(ε)

1
2y(ε)

3
4y(ε)

x(ε) 1
2x(ε)

3
4x(ε) x(ε) 2

3

Ωε,1

Ωε,3

Ωε,2

εga(x)

εgb(x)

εh(y) εg(x)

Figure 1. An example for a net-shaped domain. It is an L-shaped one as
defined in [9] only that it has holes.

As has already been mentioned in the introduction, we want to identify
H1(Ωε) with a certain space

Hε ⊂
KE∏
j=1

H1(Gj)×
KE+KN∏
j=KE+1

H1(Gε,j).
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To do this define matrix functions Aε,j :Gj → R(M+1)×(M+1), j = 1, . . . , KE , by

Aε,j(x, y) :=


1

ε
. . .

ε

 (DTε,j(x, y))−1

·


1

1/ε
. . .

1/ε

 (DTj(Sε ◦ Tε,j(x, y)))−1.

Note that the norms and determinants of all Aε,j are bounded from 0 and infinity
uniformly in ε and (x, y), and

Aε,j(x, y)→
(

1 Tj(x, 0)
0 EM

)
DTj

−1(x, 0)

pointwise as ε→ 0 (see [4, Lemma 2.3]).
We divide Ωε into the above mentioned KE edges and KN nodes, which

in turn get transformed by Ψε,j into Gj , j = 1, . . . , KE , and Gε,j , j = KE +
1, . . . , KE + KN . Thus we can identify L2(Ωε), H1(Ωε) with

(2.2) Lε := {[u] = [u1, . . . , uKE+KN
] : uj ∈ L2(Gj), j = 1, . . . , KE ,

ui ∈ L2(Gε,i), i = KE + 1, . . . , KE + KN},

([u], [v])Lε
:=

KE∑
j=1

∫
Gj

ujvjdλε,j + ε

KE+KN∑
j=KE+1

∫
Gε,j

ujvj dz,

(2.3) Hε := {[u] ∈ Lε : uj ∈ H1(Gj), j = 1, . . . , KE ,

ui ∈ H1(Gε,j), i = KE + 1, . . . , KE + KN ,

∃û ∈ H1(Ωε) û ◦Ψε,j = uj , j = 1, . . . , KE + KN},

([u], [v])Hε := ([u], [v])Lε +
1
ε

KE+KN∑
j=KE+1

∫
Gε,j

DujDvj dz

+
KE∑
j=1

∫
Gj

(
Dxuj ,

1
ε
Dyuj

)
Aε,j(x, y)AT

ε,j(x, y)
(

Dxvj ,
1
ε
Dyvj

)T

dλε,j ,

and norms ‖ · ‖Lε
, ‖ · ‖Hε

, respectively. Here we used measures on RM+1 defined
by

λε,j(A) :=
∫

A

|detDTε,j(x, y)||detDTj(Sε ◦ Tε,j(x, y))| dx dy,

λ0,j(A) :=
∫

A

|detDTj(x, 0)| dx dy,
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for all Lebesgue measurable sets A ⊂ Gj , j = 1, . . . , KE .
Note that |detDTε,j(x, y)||detDTj(Sε ◦ Tε,j(x, y))| is bounded from 0 and

infinity uniformly in (x, y) and ε (see [4, Lemma 2.1]). Also above expression
tends pointwise to |detDTj(x, 0)| as ε→ 0.

Given uj , j = 1, . . . , KE or j = 1, . . . KE + KN , we write [u] for [u1, . . . uKE
]

and [u1, . . . , uKE+KN
], respectively. It will be clear from the context which case

is meant.
The definition of Lε and Hε with the respective scalar products in (2.2) and

(2.3) is just a change of variables on each subset Ωε,j , j = 1, . . . , KE + KN , the
measures λε,j being the Jacobian of the respective transformations dropping the
common factor εM . Thus û ∈ L2(Ωε) if and only if [u] ∈ Lε and ‖û‖2L2(Ωε) =
εM‖[u]‖2Lε

; û ∈ H1(Ωε) if and only if [u] ∈ Hε and ‖û‖2H1(Ωε) = εM‖[u]‖2Hε
. Also,

if [uε] ∈ Hε is such that (‖[uε]‖ε,1)ε>0 is bounded, then (ε−M‖ûε‖H1(Ωε))ε>0 is
bounded too.

Note that by Lemma 2.7 in [4] there is a constant C > 0, independent of ε,
such that for all [u] ∈ Hε we have

(2.4)
1
C
‖[u]‖Hε ≤ |[u]|ε,1 ≤ C‖[u]‖Hε .

We have already introduced the space H0 in (C9), let L0 be the closure of
H0 in L2(G1)×L2(G2)×L2(G3). Then L0 =

∏KE

j=1 L2
s(Gj) (see [4, Lemma 2.5]).

We introduce inner products on them by

([u], [v])L0 :=
KE∑
j=1

∫
Gj

ujvjdλ0,j ,(2.5)

([u], [v])H0 := ([u], [v])L0 +
KE∑
j=1

∫
Gj

DxujDxvjdλ0,j .(2.6)

Denote the respective norms by ‖ · ‖L0 and ‖ · ‖H0 .
We need to embed H0 in Hε and L0 in Lε in order to be able to compare

semiflows and attractors. We do this by the linear operator ΦH
ε given in condition

(C9) in the case of the H1-spaces.
To embed the L2-spaces define ΦL

ε :L0 → Lε by

(ΦL
0 [u])j := uj , for j = 1, . . . , KE ,

(ΦL
ε [u])j := 0, for j = KE + 1, . . . , KE + KN .

Then the ΦL
ε :L0 → Lε, ΦH

ε :H0 → Hε are both linear and bounded, the bound
being independent of ε ≥ 0.
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We want to write equation (1.1) as an abstract equation. To do so define
bilinear forms aε:Hε ×Hε → R, ε ≥ 0, by

(2.7) aε([u], [v]) :=
KE∑
j=1

∫
Gj

(Dxuj ,
1
ε
Dyuj)Aε,jAT

ε,j(Dxvj ,
1
ε
Dyvj)T dλε,j

+
1
ε

KE+KN∑
j=KE+1

∫
Gε,j

DujDvj dz,

(2.8) a0([u], [v]) :=
KE∑
j=1

∫
Gj

DxujDxvj |(1, 0)DTT
j (x, 0)|−2dλ0,j .

It is well known (see e.g. [4]) that for ε ≥ 0 these bilinear forms aε define linear
operators Aε:D(Aε) ⊂ Lε → Lε. D(Aε) ⊂ Lε, D(Aε) ⊂ Hε densely and the
operators Aε have compact resolvent, are selfadjoint and sectorial. There are
complete orthonormal systems (ONS) of Lε consisting of eigenvectors of Aε.
Note that the fractional power space X

1/2
ε belonging to Aε is Hε.

If fε:Hε → Lε denote the Nemitsky operators of f for ε ≥ 0, i.e. fε is defined
by fε([u])(z) = f(uj(z)) for z ∈ Gj or z ∈ Gε,j for all possible j, then equation
(1.1) and — in a certain sense — its limit can be written in an abstract form as

(2.9) [ut] = −Aε[u] + fε([u]), t > 0.

It is clear that it suffices to investigate the behavior of the semiflow generated
by equation (2.9) because a simple transformation changes it into the semiflow
generated by (1.1) (for ε > 0).

Henceforth we shall only treat equation (2.9).
We cite now some results from [4] regarding the convergence of eigenvectors

and eigenvalues of Aε, of the existence of semiflows πε generated by equation (2.9)
and their convergence, and finally of the existence of global attractors Aε and
their upper-semicontinuity.

Theorem 2.1 (cf. [4]). Denote by λε,l the eigenvalues of Aε, ε ≥ 0, and
assume them to be ordered 0 ≤ λε,1 ≤ λε,2 ≤ . . . Denote by [uε,l] ∈ Hε the
corresponding eigenvectors which form a complete ONS of Lε. Let εn → 0.
Then λεn,l → λ0,l, for all l ∈ N. There is a subsequence, called εn too, and
a complete ONS ([ul])l of L0 consisting of eigenvectors belonging to λ0,l such
that |[uεn,l]− ΦH

εn
[ul]|εn,d → 0 as n→∞, for all 0 ≤ d < 1.

Theorem 2.2 (cf. [4]). Let εn ↓ 0, [un] ∈ Hεn
, [u0] ∈ H0 and ‖[un] −

ΦL
ε [u0]‖Lε → 0, n → ∞. Assume f satisfies (H1) and (H2’). Then equation

(2.9) generates a global semiflow, called πε, on Hε, for ε ≥ 0. If t0, tn > 0,
tn → t0 as n→∞, and supn∈N, 0<t≤2t0 |[un]πεn

t|εn,1 <∞, then for 0 ≤ d < 1

|[un]πεn
tn − ΦH

εn
([u0]π0t0)|εn,d → 0, as n→∞.
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For ε ≥ 0 the semiflows πε have attractors Aε ⊂ Hε consisting of all full bounded
solutions on Hε which attract every bounded set B ⊂ Hε. The family of attractors
is upper-semi-continuous at ε = 0, i.e. for all 0 ≤ d < 1,

lim
ε→0

sup
[u]∈Aε

inf
[v]∈A0

|[u]− ΦH
ε [v]|ε,d = 0.

3. Boundedness in L∞ and auxiliary results

We want the Nemitsky operators fε to be differentiable on the attractors.
On way to get this is to show the attractors to be bounded uniformly in L∞.
Then one can cut f without changing it on the attractor.

In this section we show the attractors to be bounded uniformly in L∞. For
this purpose we need the stronger dissipativeness condition (H2) on f , i.e. we
suppose β2 > 0, where in many other papers (e.g. [14], [4]) β2 = 0 is allowed.

We also provide some results we shall need later, among them a conver-
gence result for eigenvalues and eigenfunctions for the linear problem [ut] =
−Aε[u] + Vε[u], where Vε are some potentials. Additionally we define a (the
usual) Liapunov-function for these semiflows.

For ε > 0 we can apply Theorem 2.1 from [3]: with this theorem [u]πεt is in
L∞ for t > 0, and all [u] ∈ Hε. In particular all Aε, ε > 0, are bounded in L∞.
But we want a uniform bound on [u]πεt independent of ε and [u]. We cannot
apply the results of above paper to this case because Ωε collapses to a lower
dimensional set, and on the fixed sets Gj the coefficients in the linear operator
tend to infinity. Also we do not have similar results for the limiting case since
the abstract theorems do not apply to it.

We shall use functions of the form t 7→ ‖[u]πεt‖Lp to show that after a certain
time (independent of ε) [u]πεt is bounded in L∞ by a bound independent of the
initial value [u] and ε. Then the convergence of the semiflows πε to π0 shows
a similar result for π0. Thus all attractors Aε, ε ≥ 0, are bounded uniformly
in L∞.

We need the spaces Lp(Ωε), 1 ≤ p ≤ ∞. Dividing Ωε as before into edges and
nodes, and making the transformations via Ψε,j , each of these spaces corresponds
to an Lp

ε with norm ‖ · ‖Lp
ε

defined by

Lp
ε := {[u] = [u1, . . . , uKE+KN

] : uj ∈ Lp(Gj), j = 1, . . . , KE ,

ul ∈ Lp(Gε,l), l = KE + 1, . . . , KE + KN}, for ε > 0,

‖[u]‖Lp
ε

:=
( KE∑

j=1

∫
Gj

|uj |pdλε,j + ε

KE+KN∑
j=KE+1

∫
Gε,j

|uj |p dz

)1/p

, p <∞, ε > 0,

‖[u]‖L∞ε := max(‖uj‖L∞(Gj), ‖ul‖L∞(Gε,l), j = 1, . . . , KE ,

l = KE + 1, . . . , KE + KN ), ε > 0,
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Lp
0 := {[u] = [u1, . . . , uKE

] : uj ∈ Lp(Gj), j = 1, . . . , KE},

‖[u]‖Lp
0

:=
( KE∑

j=1

∫
Gj

|uj |pdλ0,j

)1/p

, p <∞,

‖[u]‖L∞0 := max(‖uj‖L∞(Gj), j = 1, . . . , KE).

We need a few technical lemmas.

Lemma 3.1. Let y: [a, b[→ R≥ be continuous and differentiable on ]a, b[ with
y′ ≤ C1−C2y

C3 , where C1 ≥ 0, C2 > 0, C3 > 1 are some given constants. Then
for t ∈ [a, b[ we have either

y(t) ≤ 2
(

C1

C2

)1/C3

or
y(t) ≤ ((t− a)

C2

2
(C3 − 1) + y1−C3(a))−1/(C3−1).

Proof. If y(t) > (C1/C2)1/C3 , then y′ < 0. Hence if y(a) ≤ 2(C1/C2)1/C3

=: C4, then y(t) ≤ C4 for all t.
Now assume y(a) > C4. Then as long as y(t) ≥ C4 we have 1/2C2y

C3(t) > C1

and thus

t− a ≤
∫ t

a

−y′(s) ds

C2yC3(s)− C1
=

∫ y(a)

y(t)

dy

C2yC3 − C1
≤

∫ y(a)

y(t)

2 dy

C2yC3

=
2

C2(1− C3)
(y1−C3(a)− y1−C3(t)).

We get

y(t) ≤ ((t− a)
C2

2
(C3 − 1) + y1−C3(a))−1/C3−1. �

Lemma 3.2. Assume f satisfies (H2). Let ε > 0, 2 ≤ p < ∞, [u0] ∈ Hε,
and set u(t) := [u0]πεt, t ≥ 0. Then u(t) ∈ L∞ε , for t > 0, and we can define
Gε,p: R> → R by Gε,p(t) := ‖u(t)‖Lp

ε

p.

(a) Gε,p is is differentiable on ]0,∞[. The derivative is

G′ε,p(t) = p(|u(t)|p−2u(t), ∂tu(t))Lε
.

(b) There are constants C, T > 0, independent of p, ε, [u0], such that
Gε,p(t) ≤ Cp for all t ≥ T .

(c) If f satisfies only (H2’), C̃ > 0 is such that f(s)/s ≤ −1/2ξ, |s| ≥ C̃,
and u(t) = [u0] is constant, then ‖[u0]‖L∞ε ≤ C̃, for ε > 0.

Proof. First note that condition (H2) implies there is a constant C1 > 0,
such that f(s)/s|s|β2 < −1/2ξ, for |s| ≥ C1. The same holds if f only satisfies
(H2’) setting β2 = 0.

In this proof we will work with Ωε rather than the partition into Gj , Gε,j .
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If [u] ∈ Lε and w ∈ L2(Ωε) are such that w ◦ Φε,j = uj for all j, then by
construction w ∈ Lp(Ωε) if and only if [u] ∈ Lp

ε , and in this case ‖w‖pLp(Ωε) =
εM‖[u]‖Lp

ε

p.
For t ≥ 0 set w(t) := uj(t) ◦ Φε,j

−1: Ωε,j → R, j = 1, . . . , KE + KN ,
then w(t) is solution of equation (1.1) with initial value w(0) ∈ H1(Ωε). De-
fine G̃ε,p(t) := ‖w(t)‖pLp(Ωε). If we show G̃ε,p is differentiable with derivative

G̃′ε,p(t) = p(|w(t)|p−2w(t), wt(t))L2(Ωε), then the first part of the lemma follows
immediately.

Let 0 < t0. Then w(t0) ∈ L∞(Ωε), as has already been mentioned. For
t0 ≤ t we can view w(t) as the solution of the abstract equation

wt = −Ãεw + fε(w),

where the linear operator Ãε:D(Ãε) ⊂ L2(Ωε) → L2(Ωε) is sectorial. It is well
known that the restriction Ãε,p:D(Ãε,p) ⊂ Lp(Ωε) → Lp(Ωε) is sectorial (see
e.g. [12, Theorem 3.1.3]). Hence there is T1 = T1(w(t0), ε, p) > 0 such that
t 7→ w(t) ∈ Lp(Ωε) is continuous on [t0, T1[ and differentiable on ]t0, T1[. If T1 is
maximal, then either T1 =∞ or ‖w(t)‖Lp(Ωε) →∞, as t ↑ T1.

The differentiability of t 7→ w(t) ∈ Lp(Ωε) implies

G̃′ε,p(t) = p(|w(t)|p−2w(t), wt(t))L2(Ωε).

Hence if we knew T1 = ∞, then the first part of the lemma would have been
shown.

To prove T1 =∞ and the second part, note that w(t) ∈ L∞(Ωε) for 0 < t <

T1. Thus |w(t)|p−2w(t) ∈ H1(Ωε) and ∂(|w(t)|p−2w(t)) = (p− 1)|w(t)|p−2∂w(t).
If ãε denotes the bilinear form which generates Ãε, we get for t0 < t < T1

G′ε,p(t) = pε−M (−ãε(w(t), |w(t)|p−2w(t)) + (fε(w(t)), |w(t)|p−2w(t))L2(Ωε))

= pε−M

∫
Ωε

(−(p− 1)|w(t)|p−2∇w(t)∇w(t) + f(w(t))w(t)|w(t)|p−2) dz

≤ pε−M

(
|Ωε|Cp−1

1 max
|s|≤C1

(|f(s)|)− 1
2
ξ‖w(t)‖p+β2

Lp+β2 (Ωε)

)
≤ pε−M

(
|Ωε|C2C

p−1
1 − 1

2
ξ|Ωε|−β2/p‖w(t)‖p+β2

Lp(Ωε)

)
,

where the constant C2 is independent of ε, p, [u0], t. The conditions on the
transformations Φε,j imply the existence of a constant C3 such that |Ωε| ≤ C3ε

M .
Thus there are constants C4, C5 > 0, also independent of ε, p ≥ β2, [u0], t, such
that

(3.1) G′ε,p(t) ≤ p C4C
p
1 − p C5G(p+β2)/p

ε,p (t), t0 < t < T1.



330 T. Elsken

By Lemma 3.1 we have either

Gε,t(t) ≤ 2
C4

C5
C

p2/(p+β2)
1 ≤ Cp

6 ,

where C6 is independent of ε, p, [u0], t, or

Gε,p(t) ≤
(

t− t0
2

p C5
β2

p
+ G−β2/p

ε,p (t0)
)−p/β2

.

Thus for t ↑ T1 Gε,p(t) is bounded, and T1 =∞ follows.
Now if t ≥ T := ((1/2)C5C

β2
6 β2)−1 + t0, then in any case Gε,p(t) ≤ Cp

6 and
the the first two parts of the lemma have been proven.

To prove part (c) use again inequality (3.1), only that now β2 = 0. Since
G′ε,p(t) ≡ 0 in this case, we have

‖[u0]‖pLp
ε
≤ C4

C5
Cp

1 .

It is well known that if u:U → R, U ⊂ RM+1 open, then ‖u‖∞ ≤ C if and only
if ‖u||Lp(U) ≤ |U |1/pC for all p big enough (see e.g. [6, Problem 7.1]).

Thus ‖[u0]‖L∞ε ≤ C1 and the third part is true too. �

Now we can prove that the attractors Aε are bounded uniformly in L∞.

Proposition 3.3. Assume f satisfies condition (H2). There is a constant
C > 0 such that Aε ⊂ BC(0) ⊂ L∞ε for all ε ≥ 0.

Proof. First let ε > 0. Let T and C1 be as in Lemma 3.2(b). If [u] ∈
Aε, then there is a [u0] ∈ Hε such that [u0]πε2T = [u]. Thus by Lemma 3.2
‖[u]‖Lp

ε
≤ C1 for all 2 ≤ p <∞.

Using the same characterization of L∞ we used in the proof of Lemma 3.2,
there is a C2 > 0 and ‖[u]‖L∞ε ≤ C2. This proves the uniform bound on Aε for
ε > 0.

Now we bound A0. Let [u] ∈ A0. Again there is a [u0] ∈ H0 such that
[u0]π02T = [u]. Let εn → 0. By Theorem 2.2 we have

(ΦH
ε [u0])πε2T )j(x, y)→ uj(x, y)

for a.a. (x, y) ∈ Gj , and arguing as before we get ‖uj‖L∞(Gj) ≤ C2, for all
j = 1, . . . , KE . ‖[u]‖L∞0 ≤ C2 follows immediately. �

Now we bring a few lemmas we shall need in later sections. We start by
proving a sufficient condition for convergence in | · |ε,d.
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Lemma 3.4. Let εn → 0, 0 ≤ d < 1, [un] ∈ D(Aεn
), [u0] ∈ H0 and

‖[un]‖Hεn
, ‖Aεn [un]‖Lεn

≤ C, C > 0 independent of n. Suppose

‖[un]− ΦL
εn

[u0]‖Lεn
→ 0, as n→∞,

then

(3.2) lim
n→∞

aεn
([un],ΦH

εn
[v]) = a0([u0], [v]) for all [v] ∈ H0.

If additionally aεn
([un], [un])→ a0([u0], [u0]) as n→∞, then

|[un]− ΦH
εn

[u0]|εn,d → 0, as n→∞.

Proof. Assume the situation of the lemma. By Lemma 2.12 in [4] there is
a subsequence, called εn again, [v0] ∈ H0, ũj ∈ (L2(Gj))M , j = 1, . . . , KE , such
that un,j ⇀ v0,j weakly in H1(Gj) and strongly in L2(Gj), (1/εn)Dyun,j ⇀ ũ0,j

weakly in L2(Gj), j = 1, . . . , KE , and an([un],ΦH
n [v]) → a0([v0], [v]), for all

[v] ∈ H0, as n→∞. [v0] = [u0] and thus (3.2) follows.
Now assume additionally an([un], [un])→ a0([u0], [u0]), n→∞, then

0 ← an([un], [un])− a0([u0], [u0])

=
KE∑
j=1

∫
Gj

∣∣∣∣(Dxu0,j , ũ0,j)
(

1 Tj(x,y)
0 EM

)
DTj

−1(x, 0)
∣∣∣∣2 dλ0,j︸ ︷︷ ︸

=:E1,n,j

−
∫

Gj

(Dxu0,j)2|(1, 0)DTT
j (x, 0)|−2 dλ0,j

+
∫

Gj

(∣∣∣∣ (
Dxun,j ,

1
εn

Dyun,j

)
An,j(x, y)

√
|det DTε,j ||detDTj(Sε ◦ Tε,j)|︸ ︷︷ ︸

=:E2,n,j

∣∣∣∣2

−
∣∣∣∣(Dxu0,j , ũ0,j)

(
1 Tj(x,y)
0 EM

)
DTj

−1(x, 0)
∣∣∣∣2|det DTj(x, 0)|︸ ︷︷ ︸

=:E3,j

)
dx dy

+
1
εn

KE+KN∑
j=KE+1

∫
Gn,j

|Dun,j |2 dz︸ ︷︷ ︸
=:E4,n≥0

.

By Lemmas 2.3 and 2.6 in [4]

E2,n,j ⇀ (Dxu0,j , ũ0,j)
(

1 Tj

0 EM

)
DTj

−1(x, 0)
√
|detDTj(x, 0)|

weakly in L2, thus for all j

(3.3) lim inf
n→∞

∫
Gj

(|E2,n,j |2 − E3,j) dx dy ≥ 0.
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Recall that the orthogonal complement of L2
s(Gj) is L2

⊥(Gj). Decompose Tj,l,
ũ0,j,l, by setting T = Ts,j + T⊥,j , ũ0,j = ũs,0,j + ũ⊥,0,j , where Ts,j,l, ũs,0,j,l ∈
L2

s(Gj), T⊥,j,l, ũ⊥,0,j,l ∈ L2
⊥(Gj), j = 1, . . . , KE , l = 1, . . . , M .

Note that by Proposition 2.1 in [4] for u ∈ H1
s (Gj) we have Dxu ∈ L2

s(Gj)
for all j, and by Lemma 2.12 of the same article

ũs,0,j = Dxu0,j(|(1, 0)DTT
j (x, 0)|−2(1, 0)DTT

j (x, 0)DTj(x, 0)(0, EM )T − Ts,j).

Proceeding as in the proof of Lemma 2.13 in [4], we get

E1,n,j =
∫

Gj

(Dxu0,j)2|(1, 0)DTT
j (x, 0)|−2dλ0,j

+
∫

Gj

|(0, Dxu0,jT⊥,j + ũ⊥,0,j)DTj
−1(x, 0)|2dλ0,j︸ ︷︷ ︸

=:E5,j≥0

.

We find

0←
KE∑
j=1

E5,j +
∫

Gj

(|E2,n,j |2 − E3,j) dx dy + E4,n

and (3.3) implies

E5,j = lim
n→∞

E4,n = lim
n→∞

∫
Gj

(|E2,n,j |2 − E3,j) dx dy = 0

for all j. Thus Dxun,j → Dxu0,j , (1/εn)Dyun,j → ũ0,j strongly in L2, which in
turn implies |[un]− ΦH

n [u0]|n,d → 0, n→∞, for all d < 1. �

We need the uniform boundedness of the attractors Aε in ‖ · ‖Hε . Since this
is not included in [4], we prove it here. For this we use a Liapunov-function often
used for such equations.

Let ε ≥ 0. Define F (x) :=
∫ x

0
f(s) ds. Denote by Fε:Hε → L1

ε the Ne-
mitsky operator of F . It is well known that Fε is well defined, maps bounded
sets of Hε into bounded sets of L1

ε, and is Frechét-differentiable with derivative
DFε([u])[v] = fε([u])[v].

Define Gε,H :Hε → R by

Gε,H([u]) :=
1
2
aε([u], [u])− (Fε([u]), 1)Lε

(here ε ≥ 0). It is well known that Gε,H is Frechét-differentiable, and if σε(t) is
a solution of equation (2.9), then (t 7→ Gε,H(σε(t)))′ = −‖∂tσε(t)‖2Lε

. Gε,H maps
bounded sets of Hε into bounded sets of R. Since f satisfies condition (H2’),
there is a C1 > 0 such that F (s) ≤ −(1/4)ξs2 + C1 for all s ∈ R. Thus there are
C2, C3 > 0 such that

(3.4) ‖[u]‖2Hε
≤ C2(Gε,H([u]) + C3) for all [u] ∈ Hε, ε ≥ 0.
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By Lemma 3.5 to come the sets of equilibrium points of πε is bounded in Hε,
and πε is gradient like with respect to Gε,H , ε ≥ 0.

Lemma 3.5. For every δ > 0 there is a C = C(δ) > 0, independent of ε ≥ 0,
such that if [u] ∈ D(Aε), ‖ −Aε[u] + fε([u])‖Lε

≤ δ implies ‖[u]‖Hε
< C.

Proof. Let [u0] ∈ D(Aε), ε ≥ 0, δ > 0 and assume

‖ −Aε[u0] + fε([u0])‖Lε
≤ δ.

f satisfies (H2’) means there are constants C1, C2 > 0 such that

([u], fε([u]))Lε
≤ (C1 − C2‖[u]‖Lε

)‖[u]‖Lε
for all [u] ∈ Hε, ε ≥ 0.

Now if ‖[u0]‖Lε
≥ max((2 + 4/C2)δ, C1/C2 + 1/2), then for ε > 0

−δ‖[u0]‖Lε ≤ (−Aε[u0] + fε([u0]), [u0])Lε

≤ −min
(

1,
1
2
C2

)
(aε([u0], [u0]) + ‖[u0]‖2Lε

)

+
(

C1 −
1
2
C2‖[u0]‖Lε

)
‖[u0]‖Lε

≤ −min
(

1,
1
2
C2

)
‖[u0]‖2Hε

≤ −2δ‖[u0]‖Lε
#.

If ‖[u0]‖Lε
< max((2 + 4/C2)δ, C1/C2 + 1/2), then

−δ‖[u0]‖Lε
≤ (−Aε[u0] + fε([u0]), [u0])Lε

≤ −(aε([u0], [u0]) + ‖[u0]‖2Lε
) + C3 ≤ −‖[u0]‖2Hε

+ C3.

Hence ‖ −Aε[u0] + fε([u0])‖Lε ≤ δ implies ‖[u0]‖2Hε
≤ C4 = C4(δ).

For ε = 0 we do no longer have aε([u], [u]) + ‖[u]‖2Lε
= ‖[u]‖2Hε

but only
a0([u], [u])+‖[u]‖2Lε ≤ C5‖[u]‖2Hε

. In this case we can adapt the argument above
using δ̃ = δ/C5. �

Lemma 3.6. Let C1 > 0, Ω ⊂ ]0,∞[×RM be open, bounded, Lipschitz. Then
there is a constant C2 = C2(C1) > 0 such that for all u ∈ H1(Ω) and ε > 0

1
ε
‖u‖2L2({(x,y)∈Ω:0<x≤εC1}) ≤ C2‖u‖2H1(Ω).

An analogous statement holds if Ω ⊂ ]∞, 1[× RM .
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Proof. Extend u ∈ H1(Ω) to ũ ∈ H1(RM+1). We get

1
ε

∫
{(x,y)∈Ω:0<x≤εC1}

u2 dx dy

≤ 2
ε

∫
{(x,y)∈Ω:0<x≤εC1}

|u(x, y)− ũ(0, y)|2 dx dy

+
2
ε

∫
{(x,y)∈Ω:0<x≤εC1}

ũ2(0, y) dx dy

≤ 2
ε

∫ ε

0

‖ũ(x, y)− ũ(0, y)‖2L2(RM ) dx + 2C1‖ũ(0, · )‖2L2(RM )

≤ C2

ε

∫ ε

0

x‖ũ‖2H1(RM+1) dx + C3‖ũ‖2H1(RM+1) ≤ C4‖u‖2H1(Ω),

where we used Theorem 6.2.29 in [7]. �

Lemma 3.7. There is a constant C > 0 such that for all [u] ∈ Hε, ε > 0,
and d > 1/2

(3.5)
KE+KN∑
j=KE+1

‖uj‖2L2(Gε,j)
≤ C|[u]|2ε,d.

Proof. Fix j0 ∈ {KE + 1, . . . , KE + KN} and let [u] ∈ Hε, 0 < ε. If Gε,j0

has empty interior, nothing has to be shown. If this is not the case, by (C8)
there are open, bounded, connected, Lipschitz Gj0,k ⊂ RM+1, i0 ∈ {1, . . . , KE},
Uj0,k ⊂ Ψε,j0

−1(Ωε,j0 ∩ Ωε,i0), k = 1, . . . , Nj0 , r, C1 > 0, all independent of ε,
C1-diffeomorphisms Ψε,j0,k, zε,j0,k ∈ RM+1 such that∣∣∣∣Gε,j0 \

Nj0⋃
k=1

Ψε,j0,k(Gj0,k)
∣∣∣∣ = 0,

Br(zε,j0,k) ⊂ Uj0,k ∩Ψε,j0
−1(Ωε,i0),

|Ψε,j0,k
−1(Uj0,k ∩Ψε,j0,k(Gj0,k))| ≥ 1

C1
,

Ψε,i0
−1 ◦Ψε,j0(Br(zε,j0,k)) ⊂ ]0, εC1[× RM or

Ψε,i0
−1 ◦Ψε,j0(Br(zε,j0,k)) ⊂ ]1− εC1, 1[× RM ,

if the edge Ωε,i0 begins at the node Ωε,j0 , or if Ωε,i0 ends at Ωε,j0 , respectively.
Without loss of generality we assume Ωε,i0 begins at Ωε,j0 . Define

uj0,k,U := ui ◦Ψε,i
−1 ◦Ψε,j0 on Gi, resp. Gε,i,

uj0,k := uj0 ◦Ψε,j0,k on Gj0,k,

for all possible j, k. Then uj0,k,U ∈ H1(Uj0,k), uj0,k ∈ H1(Gj0,k). Note that
these functions may depend on ε.
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Now, if V ⊂ U ⊂ RM+1 are given, U is open, bounded, connected, Lipschitz,
|V | ≥ C2 > 0 and v ∈ H1(U), we set cv := |U |−1(v, 1)L2(U), w := v − cv. Then
(w, 1)L2(U) = 0 and by the generalized Poincaré-inequality (see e.g. [1, 5.15])
there is a C3 = C3(U) such that

‖w‖L2(U) ≤ C3‖Dw‖L2(U) = C3‖Dv‖L2(U).

Also

|cv| ≤
1
C2

∫
V

|cv| dz ≤ 1
C2

( ∫
V

|v| dx +
∫

U

|w| dz

)
≤ |U |

1/2

C2
(‖v‖L2(V ) + C3‖Dv‖L2(U)),

(3.6) ‖v‖L2(U) ≤ |U |1/2|cv|+ C3‖Dv‖L2(U) ≤ C4(‖v‖L2(V ) + ‖Dv‖L2(U)),

with some constant C4 = C4(|U |, C2). Apply this first for

U = Gj0,k, V = V (ε) = Ψε,j0,k
−1(Uj0,k ∩Ψε,j0,k(Gj0,k)),

then

‖uj0,k‖L2(Gj0,k) ≤ C5(‖uj0,k‖L2(Ψε,j0,k
−1(Uj0,k∩Ψε,j0,k(Gj0,k)))+‖Duj0,k‖L2(Gj0,k)).

Apply to this inequality the transformation Ψε,j0,k, then by (C8) there is a con-
stant C6 such that

(3.7) ‖uj0‖L2(Gε,j0∩Ψε,j0,k(Gj0,k)) ≤ C6(‖uj0,k,U‖L2(Uj0,k) + ‖Duj0‖L2(Gε,j0 )).

Now apply inequality (3.6) a second time, with U = Uj0,k, V = V (ε) =
Br(zε,j0,k). There is a C7 such that

‖uj0,k,U‖L2(Uj0,k) ≤C7(‖uj0,k,U‖L2(Br(zε,j0,k)) + ‖Duj0,k,U‖L2(Uj0,k))

≤C8(ε−1/2‖ui0‖L2({(x,y)∈Gi0 :0<x≤εC1})

+
KE∑
i=1

ε1/2‖Dxui‖L2(Ψε,i
−1(Ψε,j0 (Uj0,k)∩Ωε,i))

+ ε−1/2‖Dyui‖L2(Ψε,i
−1(Ψε,j0 (Uj0,k)∩Ωε,i))

+
KE+KN∑
i=KE+1

‖Dui‖L2(Ψε,i
−1(Ψε,j0 (Uj0,k)∩Ωε,i)))

making the transformations onto Gi and Gε,i, respectively, and using the bound-
edness of Aε,i.

By Lemma 3.6 there is a C9 such that, for d > 1/2,

‖uj0,k,U‖L2(Uj0,k) ≤ C9(‖ui0‖H1(Gi0 ) + |[u]|ε, d) ≤ C10|[u]|ε,d.
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Using inequality (3.7) and summing over all k, there is a C11 such that

‖uj0‖L2(Gε,j0 ) ≤ C11|[u]|ε,d

which implies (3.5). �

Lemma 3.8. There is a constant C > 0 such that Aε ⊂ BC(0) ⊂ Hε for all
ε ≥ 0, i.e. the attractors are bounded uniformly in ‖ · ‖Hε for ε ≥ 0.

Proof. Let [uε]: R→ Hε be a full bounded solution of equation (2.9). Then
Gε,H([uε(t)]) is bounded, by say C1(ε). There is a sequence tn → −∞ such that
(t 7→ Gε,H([uε(t)]))′|t=tn

= −‖∂t[uε(tn)]‖2Lε
→ 0.

Let C2 = C(1) the constant of Lemma 3.5. For n big enough ‖∂t[uε(tn)]‖Lε <

1 and this lemma implies ‖[uε(tn)]‖Hε
≤ C2. Since Gε,H([uε(t)]) is non increas-

ing,
Gε,H([uε(t)]) ≤ C3‖uε(tn)‖2Hε

≤ C2C3

for t ≥ tn and thus for all t ∈ R. (3.4) now proves the lemma. �

Lemma 3.9. Let εn → 0 and assume σn: R → Hεn
are solutions of equa-

tion (2.9) with ‖σn(t)‖Hεn
≤ C for all n and t. Then there are a constant

C1 = C1(C) > 0 and a solution σ0: R → H0 of (2.9) with ‖σ0(t)‖H0 ≤ C1.
C1(C) → 0 as C → 0, and there is a subsequence, called εn too, such that
|σn(t)− ΦH

εn
σ0(t)|εn,d → 0, as n→∞, for all 0 ≤ d < 1, t ∈ R.

Proof. Fix 0 ≤ d < 1. For each k ∈ N fixed, ‖σn(−k)‖Hn
is bounded,

hence taking a subsequence, called εn again, (σn(−k))j converges weakly in
H1(Gj), j = 1, . . . , KE . By conditions (C9) and (C10) there is a [u0,k] ∈ H0

with ‖σn(−k)−ΦL
n [u0,k]‖Ln

→ 0, as n→∞. We can apply Theorem 2.2 to get

(3.8) |σn(−k + t)− ΦH
n [u0,k]π0t|n,d → 0 as n→∞,

for each t > 0. Using the Cantor diagonal procedure there is a subsequence and
[u0,k] ∈ H0 such that (3.8) holds for all k ∈ N, t > 0.

Since for k > l and t > 0

σn(−l + t) = σn(−k + t + k − l)

we have [u0,l]π0t = [u0,k]π0(t + k − l) and we can define σ0: R → H0, σ0(t) :=
[u0,k]π0(t + k) if t > −k. σ0 is a solution of equation (2.9) (for ε = 0). (3.8)
implies ‖σ0(t)‖H0 ≤ C1 for all t ∈ R, and C1 = C1(C)→ 0 as C → 0. �

We want to prove the convergence of eigenvalues and eigenvectors if the
linear operator is Aε plus a potential Vε. We assume that the given potentials
Vε:Lε → Lε, ε ≥ 0, satisfy the following conditions:

(V1) There is a constant Cv > 0, independent of ε ≥ 0, such that ‖Vε[u]‖Lε
≤

Cv‖[u]‖Lε
for all [u] ∈ Lε.
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(V2) For all ε ≥ 0 is Vε symmetric.
(V3) If [uε] ∈ Lε, [u0] ∈ L0, ‖[uε]−ΦL

ε [u0]‖Lε → 0, as ε→ 0, then ‖Vε[uε]−
ΦL

ε V0[u0]‖Lε
→ 0, as ε→ 0.

Note that (V3) implies

(V3’) If [uε], [wε] ∈ Lε, [u0], [w0] ∈ L0 and limε→0 ‖[uε] − ΦL
ε [u0]‖Lε

= 0 =
limε→0 ‖[wε]− ΦL

ε [w0]‖Lε then

(Vε[uε], wε)Lε
→ (V0[u0], [w0])L0 , as ε→ 0.

For ε ≥ 0 define a bilinear form bε:Hε×Hε → Hε by bε([u], [v]) = aε([u], [v])+
(Vε[u], [v])Lε . In the same way as aε this bilinear form bε defines an operator
Bε:D(Bε) ⊂ Lε → Lε, Bε is selfadjoint, sectorial, and has compact resolvent.
There is a complete ONS ([ub

ε,j ])j of Lε consisting of eigenvectors [ub
ε,j ] of Bε

with corresponding eigenvalues λb
ε,j . Without loss of generality we can assume

these eigenvalues to be ordered λb
ε,1 ≤ λb

ε,2 ≤ . . .

Note that Bε = Aε + Vε, D(Bε) = D(Aε), Hε is still the fractional power
space X

1/2
ε , and dist(σ(Aε), σ(Bε)) ≤ ‖Vε‖Lε

≤ Cv, Cv as in (V1) (for the
inequality see e.g. Theorem 4.10 in [11, Chapter V]).

Lemma 3.10. Theorem 2.1 holds for Bε. I.e. if εn → 0, then λb
εn,l → λb

0,l, for
all l ∈ N. There is a subsequence, called εn too, and a complete ONS ([ub

l ])l of L0

consisting of eigenvectors belonging to λb
0,l such that |[ub

εn,l] − ΦH
εn

[ub
l ]|εn,d → 0,

as n→∞, for all 0 ≤ d < 1.

Proof. Let εn → 0 and fix 0 ≤ d < 1. Since λn,l → λ0,l, as n → ∞, the
remark above implies that (λb

n,l)n is bounded, for all l ∈ N. Thus for l fixed, we
can take a subsequence, called εn again, such that λb

n,l → µl.
We have

‖[ub
n,l]‖2Hn

= an([ub
n,l], [u

b
n,l]) + ‖[ub

n,l‖2Ln
≤ |λb

n,l|+ Cv + 1.

Thus (C10) (recall (2.4) to bound | · |ε,1) shows

εn

KE+KN∑
j=KE+1

‖[ub
n,l,j ]‖2L2(Gn,j)

→ 0.

Also [ub
n,l,j ] is bounded in ‖ · ‖H1(Gj), for all j = 1, . . . , KE . This in turn

implies — taking again a subsequence — there are ul,j ∈ H1(Gj) and un,l,j ⇀

ul,j weakly in H1 and strongly in L2. Thus [ul] = [ul,1, . . . , ul,KE
] ∈ H0 (see

condition (C9)), ‖[ub
n,l]− ΦL

n [ul]‖Ln → 0, and 1 = ‖[ub
n,l]‖Ln → ‖[ul]‖L0 .

Using Lemma 3.4 and (V3’) we find for all [u] ∈ H0, as n→∞

µl([ul], [u])L0 ← λb
n,l([u

b
n,l],Φ

H
n [u])Ln

= an([ub
n,l],Φ

H
n [u]) + (Vn[ub

n,l],Φ
H
n [u])Ln

→ a0([ul], [u]) + (V0[ul], [u])L0 = b0([ul], [u])
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and (µl, [ul]) is an eigenvalue, vector pair of B0. Also

an([ub
n,l], [u

b
n,l]) = bn([ub

n,l], [u
b
n,l])− (Vn[ub

n,l], [u
b
n,l])Ln

→ µl − (V0[ul], [ul])L0

= b0([ul], [ul])− (V0[ul], [ul])L0 = a0([ul], [ul])

and we can apply Lemma 3.4 getting |[ub
n,l]− ΦH

n [ul]|n,d → 0, as n→∞.
With the Cantor diagonal procedure there is a subsequence such that we

have above results not only for one l but for all l ∈ N. That is we can assume

lim
n→∞

λb
n,l = µl, lim

n→∞
|[ub

n,l]− ΦH
n [ul]|n,d = 0, ‖[ul]‖L0 = 1

and (µl, [ul]) is an eigenvector, value pair for B0, for all l ∈ N.
If l 6= k, then as n→∞,

0 = ([ub
n,l], [u

b
n,k])Ln → ([ul], [uk])L0

and ([ul])l is an ONS of L0. Assume it is not complete, then there is a 0 6=
[u] ∈ L0 such that ([ul], [u])L0 = 0 for all l. Since there is a complete ONS
of L0 consisting entirely of eigenvectors of B0, we can without loss of generality
assume [u] to be such an eigenvector, and in particular [u] ∈ H0.

Write ΦH
n [u] =

∑
l≥1 αn,l[un,l] (recall that [un,l] is an eigenvector for the

eigenvalue λn,l of An). Then for all l

αn,l = (ΦH
n [u], [un,l])Ln

→ ([u], [ul])L0 = 0, as n→∞,

and by (2.1) there is a constant C1 such that∑
l≥1

λn,lα
2
n,l = an(ΦH

n [u],ΦH
n [u]) ≤ C1.

For every δ > 0 there are n1, l1 ∈ N such that for n ≥ n1, l ≥ l1 we have
λn,l ≥ 1/δ. For n ≥ n1 we get∑

l>l1

α2
n,l ≤

C1

λn,l1

≤ δC1

and thus, as n→∞

‖[u]‖2L0
← ‖ΦH

n [u]‖2Ln
≤

l1∑
l=1

α2
n,l︸ ︷︷ ︸

→0

+C1δ.

Hence [u] = 0, which cannot be, and ([ul])l has to be complete.
The only thing we still have to show is λb

n,l → λb
0,l for all l for the original

sequence εn. For this it is sufficient to show µl = λb
0,l for all l.

Assume this to be false. Then there is a l2 ∈ N such that µl = λb
0,l, l =

1, . . . , l2 − 1, µl2 6= λb
0,l2

. Now if µl2 < λb
0,l2

, then µl2 = λb
0,l for some l ∈

{1, . . . , l2 − 1} and [ul2 ] is a linear combination of the first l2 − 1 eigenvectors
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of b0, i.e. of [u1], . . . , [ul2−1], which contradicts the orthogonality of ([ul])l. If
µl2 > λb

0,l2
, then there is an eigenvector of B0 for the eigenvalue λ0,l2 which is

orthogonal to all [ul], which contradicts the completeness of ([ul])l.

Hence the assumption is false and µl = λb
0,l for all l. �

Lemma 3.11. Assume 0 6∈ σ(B0). Then there are ε0, C > 0 such that for
all 0 ≤ ε ≤ ε0 we have 0 6∈ σ(Bε) and ‖Bε

−1[u]‖Hε
≤ C‖[u]‖Lε

, for all [u] ∈ Lε.
Also, if [uε] ∈ Lε, [u0] ∈ L0, limε→0 ‖[uε] − ΦL

ε [u0]‖Lε
= 0, then as ε → 0, for

all 0 ≤ d < 1,

|Bε
−1[uε]− ΦH

ε B0
−1[u0]|ε,d → 0.

Proof. Fix 0 ≤ d < 1. 0 6∈ σ(Bε) for 0 ≤ ε ≤ ε0, for some ε0 > 0
follows directly from the convergence of the eigenvalues of Bε to those of B0

(Lemma 3.10).

For given [u] ∈ Lε we can use the ONS (ub
ε,l)l to find ‖Bε

−1[u]‖Lε
≤

C1‖[u]‖Lε , where C1 = C1(ε0) is independent of ε. Thus

‖Bε
−1[u]‖2Hε

= (AεBε
−1[u], Bε

−1[u])Lε
+ ‖Bε

−1[u]‖2Lε

= ([u], Bε
−1[u])Lε − (VεBε

−1[u], Bε
−1[u])Lε + ‖Bε

−1[u]‖2Lε
≤ C2‖[u]‖2Lε

,

where C2 is independent of ε (see (V1)).

Assume the convergence of the resolvents is not true. Then there is a sequence
εn → 0, δ1 > 0, [un] ∈ Ln, [u0] ∈ L0 such that |Bn

−1[un]−ΦH
n B0

−1[u0]|n,d ≥ δ1

for all n and ‖[un]− ΦL
n [u0]‖Ln → 0.

Taking a subsequence, called εn too, by Lemma 3.10 we can assume |[ub
n,l]−

ΦH
n [ub

0,l]|n,d → 0, n→∞, for all l ∈ N.

Setting [wn] := Bn
−1[un], [w0] := B0

−1[u0], we see ‖[un]‖Ln , ‖[wn]‖Hn and
‖An[wn]‖Ln

are bounded. If [un] =
∑

l≥1 αn,l[ub
n,l], [u0] =

∑
l≥1 α0,l[ub

0,l], then
αn,l → α0,l, for all l, as n → ∞. Since for all C > 0 there is a l1 = l1(C) such
that λn,l ≥ C for all l ≥ l1, n ∈ N, we see as n→∞

‖[wn]− ΦL
n [w0]‖Ln

≤
∥∥∥∥ l1∑

l=1

αn,l

λb
n,l

[ub
n,l]−

α0,l

λb
0,l

ΦL
n [ub

0,l]
∥∥∥∥

Ln︸ ︷︷ ︸
→0

+
∥∥∥∥ ∑

l>l1

αn,l

λb
n,l

[ub
n,l]

∥∥∥∥
Ln︸ ︷︷ ︸

≤‖[un]‖Ln /λb
n,l1

+
∥∥∥∥ΦL

n

∑
l>l1

α0,l

λb
0,l

[ub
0,l]

∥∥∥∥
Ln︸ ︷︷ ︸

≤C3‖[u0]‖L0/λb
0,l1

→ 0,
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bn([wn], [wn]) = ([un], [wn])Ln =
l1∑

l=1

α2
n,l

λb
n,l

+
∑
l>l1

α2
n,l

λb
n,l︸ ︷︷ ︸

≤‖[un]‖2Ln
/λb

n,l1

→
∑
l≥1

α2
0,l

λb
0,l

= ([u0], [w0])L0 = b0([w0], [w0]).

By (V3’)

(Vn[wn], [wn])Ln
→ (V0[w0], [w0])L0 , an([wn], [wn])→ a0([wn], [wn]),

as n → ∞. We can apply Lemma 3.4 and get |[wn] − ΦH
n [w0]|n,d → 0. This is

a contradiction, and the proof is complete. �

4. Continuity

In this section we shall prove Theorem 1.1. That is we shall show that the
family of attractors Aε is lower-semi-continuous at ε = 0. Theorem 2.2 then
implies the continuity, i.e. Theorem 1.1.

Assume f satisfies (H2). We know already that there is a CA > 0 such that
‖[u]‖L∞ε ≤ CA for all [u] ∈ Aε and ε ≥ 0 (see Proposition 3.3). Eventually
increasing CA we can assume

f(s)
s
≤ −3

4
ξ, |s| ≥ CA,

where ξ is as in condition (H2).
There is a C2-function g: R → R which coincides with f on |s| ≤ 2CA,

satisfies
g(s)
s
≤ −1

2
ξ for |s| ≥ CA, g′′(s) = 0 for |s| ≥ 3CA,

and g still satisfies conditions (H1) and (H2’). Denote by gε the Nemitsky
operator of g on Hε, ε ≥ 0. The differential equations

(4.1) [ut] = −Aε[u] + gε([u]), t > 0

define semiflows π̃ε on Hε, ε ≥ 0. Theorem 2.2 still holds, thus all π̃ε are global
semiflows and π̃ε converges to π̃0 in the sense of this theorem.

On the attractor Aε the semiflows π̃ε and πε coincide. Also, for all [u] ∈ Aε,
[v] ∈ Lε, we have Dfε([u])[v] = Dgε([u])[v], ε ≥ 0. By Lemma 3.2(c) any [u]
which is a point of equilibrium of π̃ε, ε > 0, satisfies ‖[u]‖L∞ε ≤ CA, that is
[u] ∈ Aε. In Theorem 1.1 the condition on the spectrum of Dfε([u]), [u] a point
of equilibrium for πε, becomes simply the following:

The semiflow π̃0 has only finitely many points of equilibrium {[ũ0
1], . . . ,[ũ0

M0
]}

and 0 is not in the spectrum of the linear operators A0−Dg0([ũ0
j ])id:D(A0)→ L0

for all j = 1, . . . , M0.
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In this section we will consider equation (4.1) and assume the condition above
holds.

To simplify notation we will drop the tilde “̃ ” in the notation of the semi-
flows and their points of equilibrium. That is we shall write πε and [u0

m] for π̃ε

and [ũ0
m].

As a first step we show that each [u0
m] is the limit of a point of equilibrium

of πε. Before we do this, we need some technical lemmas.

Lemma 4.1. Let p > 2, G ⊂ RM+1 be open, bounded, and gG the Ne-
mitsky operator of g on G. Let C1 ≥ |G|. Then gG:Lp(G) → L2(G) is C1,
DgG(u)v(z) = g′(u(z))v(z), z ∈ G, and there are β > 1 > γ > 0, C2 > 0, β, γ,
C2 independent of G, C2 = C2(C1), such that for all u, v, w ∈ Lp(G)

(4.2) ‖gG(u + v)− gG(u)−DgG(u)v‖L2(G) ≤ C2‖v‖βLp(G),

(4.3) ‖gG(u + v)− gG(u + w)−DgG(u)(v − w)‖L2(G)

≤ C2‖v − w‖Lp(G)(‖v‖2L2(G) + ‖w‖2L2(G))
γ ,

(4.4) ‖gG(u + v)− gG(u)‖L2(G) ≤ C2‖v‖L2(G) for all u, v ∈ L2(G).

Proof. Note that g′′(s) = 0 for |s| big enough shows that g′ and g′′ are
bounded. Thus indeed gG:L2(G)→ L2(G) and (4.4) holds.

Let u, v, w ∈ Lp(G). Then∫
G

(gG(u + v) − gG(u + w)−DgG(u)(v − w))2 dz

≤ ‖v − w‖2Lp(G)

( ∫
G

(g′(u + w + ξ)− g′(u))2p/(p−2) dz

)(p−2)/p

≤ C2‖v − w‖2Lp(G)

( ∫
G

|g′′(ζ)|2|w + ξ|2 dz

)(p−2)/p

≤ C3‖v − w‖2Lp(G)‖w + ξ‖2(p−2)/p
L2(G) ,

where C2, C3 depend only on g and p, ξ = ξ(z) is between 0 and v(z) − w(z),
ζ = ζ(z).

Choose w = 0, then ‖ξ‖L2(G) ≤ ‖v‖L2(G). Thus gG:Lp(G) → L2(G) is
Frechét-differentiable and (4.2) holds with β = 2− 2/p.

If w is arbitrary, then ‖w + ξ‖2L2(G) ≤ ‖v‖
2
L2(G) + ‖w‖2L2(G) and (4.3) holds.

Now∫
G

((DgG(u + v)−DgG(u))w)2 dz

≤ ‖w‖2Lp(G)

( ∫
G

|g′(u + v)− g′(u)|2p/(p−2) dz

)(p−2)/p

.
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As ‖v‖Lp(G) → 0, g′(u(z)+v(z))−g′(u(z))→ 0 for a.a. z ∈ G. With the Lebesgue
dominated convergence the integral on the right-hand-side above tends to 0 and
DgG:Lp(G)× Lp(G)→ L2(G) is continuous. �

As a direct consequence of condition (C10) of the second section we have

Lemma 4.2. If

C(ε) := sup
(

ε
∑KE+KN

j=KE+1 ‖uj‖2L2(Gε,j)

‖[u]‖2Hε

: 0 6= [u] ∈ Hε

)
,

then C(ε)→ 0, as ε→ 0.

Lemma 4.3. gε:Hε → Lε is C1, Dgε([u])[v](z) = g′(uj(z))vj(z) for z ∈ Gj

or z ∈ Gε,j, resp. and all possible j, ε ≥ 0. Also the following hold:

(a) Let ε ≥ 0. gε:Lε → Lε and Dgε:Lε × Lε → Lε are well defined. For
each [u] ∈ Lε is Dgε([u]):Lε → Lε a symmetric operator. There is
a C1 > 0, independent of ε, such that

‖Dgε([u])[v]‖Lε
≤ C1‖[v]‖Lε

for all [u], [v] ∈ Lε,

‖gε([u] + [v])− gε([u])‖Lε
≤ C1‖[v]‖Lε

for all [u], [v] ∈ Lε.

(b) Let 0 ≤ d < 1. There are β > 1, γ, C2 = C2(d) > 0, all independent of
ε ≥ 0, and C3(ε) > 0, C3(ε) → 0 as ε → 0, C3(0) = 0, such that, for
all [u], [v], [w] ∈ Hε,

‖gε([u] + [v])− gε([u])−Dgε([u])[v]‖Lε
≤ C2|[v]|βε,d + C3(ε)‖[v]‖Hε

,

‖gε([u] + [v])− gε([u] + [w])−Dgε([u])([v]− [w])‖Lε

≤ C2|[v]− [w]|ε,d(‖[v]‖2Lε
+ ‖[w]‖2Lε

)γ + C3(ε)‖[v]− [w]‖Hε .

(c) Let ε ≥ 0. For all C̃ > 0 there is a C4(ε) = C4(ε, C̃) > 0 such that

‖gε([u] + [v])− gε([u] + [w])−Dgε([u])([v]− [w])‖Lε
≤ C̃‖[v]− [w]‖Hε

for all [u], [v], [w] ∈ Hε, ‖[v]‖Hε
, ‖[w]‖Hε

≤ C4(ε).
(d) If [uε], [vε] ∈ Lε, [u0], [v0] ∈ L0 and

lim
ε→0
‖[uε]− ΦL

ε [u0]‖Lε = lim
ε→0
‖[vε]− ΦL

ε [v0]‖Lε = 0,

then

lim
ε→0
‖gε([uε])− ΦL

ε g0([u0])‖Lε
= lim

ε→0
‖Dgε([uε])[vε]− ΦL

ε Dg0([u0])[v0]‖Lε
= 0.
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Proof. Let 2 < p ≤ p∗ = 2(M + 1)/(M − 1). All Gj and Ωε are Lipschitz,
hence H1(Gj) ⊂ Lp(Gj), H1(Ωε) ⊂ Lp(Ωε).

Thus for ε > 0 Lemma 4.1 implies directly gε:Hε → Lε is C1. For ε = 0 we
use the same argument for each Gj separately to get the same conclusion.

The formula for Dgε obviously holds. The boundedness of g′, Ωε and all Gj

imply that gε:Lε → Lε, Dgε:Lε×Lε → Lε are well defined for all ε ≥ 0 and (a)
is true.

Now assume the situation in (d). For j ∈ {1, . . . , KE} we have uε,j → u0,j ,
vε,j → v0,j in L2(Gj). Hence with Lemma 4.1 follow

KE∑
j=1

∫
Gj

(g(uε,j)− g(u0,j))2dλε,j → 0,

KE∑
j=1

∫
Gj

(g′(uε,j)vε,j − g′(u0,j)v0,j)2dλε,j ≤ C5

KE∑
j=1

‖g′(uε,j)(vε,j − v0,j)‖2L2(Gj)

+ ‖(g′(uε,j)− g′(u0,j))v0,j‖2L2(Gj)
→ 0.

For j > KE and ε > 0 we have (ΦL
ε [u])j = 0 for all [u] ∈ Lε. Hence

lim
ε→0

ε

KE+KN∑
j=KE+1

‖uε,j‖2L2(Gε,j)
= lim

ε→0
ε

KE+KN∑
j=KE+1

‖vε,j‖2L2(Gε,j)
= 0

and by inequality (4.4) there is a C6 such that

ε

KE+KN∑
j=KE+1

‖g(uε,j)‖2L2(Gε,j)

≤ 2ε

KE+KN∑
j=KE+1

(C6‖uε,j‖2L2(Gε,j)
+ ‖g(0)‖2L2(Gε,j)

)→ 0,

ε

KE+KN∑
j=KE+1

‖Dg(uε,j)vε,j‖2L2(Gε,j)
≤ C6ε

KE+KN∑
j=KE+1

‖vε,j‖2L2(Gε,j)
→ 0,

as ε→ 0. This proves (d).
To prove (b) assume for a moment j ∈ {1, . . . , KE}. By Lemma 4.1 there

are β > 1, γ, C7 > 0, all independent of ε ≥ 0, such that for all [u], [v], [w] ∈ Hε,
ε ≥ 0,

‖g(uj + vj)− g(uj)−Dg(uj)vj‖2L2(Gj)
≤ C7‖vj‖2β

Lp(Gj)

≤ C8‖vj‖2β
H1(Gj)

≤ C9|[v]|2β
ε,d.
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Analogously

‖g(uj + vj)− g(uj + wj)−Dg(uj)(vj − wj)‖2L2(Gj)

≤ C10|[v]− [w]|2ε,d(‖[v]‖2Lε
+ ‖[u]‖2Lε

)2γ .

If j > KE , ε > 0, let C11(ε)→ 0 be the constant from Lemma 4.2. Then

ε‖g(uj + vj)− g(uj + wj)−Dg(uj)(vj − wj)‖2L2(Gε,j)

≤ εC12‖vj − wj‖2L2(Gε,j)
≤ C11(ε)C12‖[v]− [w]‖2Hε

.

Thus the second inequality in (b) holds, and choosing [w] = 0 the first one too.
Analogously, either using Lemma 4.1 directly for Ωε, ε > 0, or for each Gj

separately (ε = 0), one proves (c). �

Now we prove the continuity — in a certain sense — of the equilibrium points
of πε. Recall that {[u0

1], . . . , [u0
M0

]} are the points of equilibrium of π0.

Lemma 4.4. Fix m ∈ {1, . . . , M0} and 0 ≤ d < 1. There are ε0, C > 0
and for all 0 ≤ ε ≤ ε0 there are [uε

m] ∈ D(Aε) such that ‖[uε
m]‖L∞ε ≤ C,

Aε[uε
m] = gε([uε

m]) and |[uε
m]− ΦH

ε [u0
m]|ε,d → 0, as ε→ 0.

Proof. Recall that ΦH
0 = id on H0. For ε ≥ 0 set Vε = Vε(m):Lε → Lε by

Vε[u] := Dgε(ΦH
ε [u0

m])[u].

The potentials −Vε satisfy conditions (V1)–(V3) of section three. In partic-
ular there is a linear operator Bε := Aε − Vε:D(Aε) → Lε which is selfadjoint,
sectorial, has compact resolvent, and there are complete ONS ([ub

ε,l])l of Lε con-
sisting of eigenvectors with corresponding eigenvalues λb

ε,1 ≤ λb
ε2
≤ . . .

By Lemma 3.10 the λb
ε,l → λb

0,l, ε → 0, for all l, and by Lemma 3.11 the
assumption 0 6∈ σ(B0) shows 0 6∈ σ(Bε), 0 ≤ ε ≤ ε0, for some ε0 > 0.

For ε ≥ 0 define Tε = Tε,m:Hε → Hε by

Tε[u] := Bε
−1(gε([u])− Vε[u]).

We shall show that Tε has a fixed point, which will be [uε
m].

Using Lemmas 3.11 and 4.3(b) there are constants C1, γ > 0, independent of
ε, and C2(ε)→ 0 = C2(0) such that for [v], [w] ∈ Lε

‖Tε[v]− Tε[w]‖Hε ≤ C1|[v]− [w]|ε,d(‖[v]− ΦH
ε [u0

m]‖2Lε
+ ‖[w]− ΦH

ε [u0
m]‖2Lε

)γ

+ C2(ε)‖[v]− [w]‖Hε .

Since there is a C3 such that ‖ · ‖Lε
≤ C3| · |ε,d ≤ (C3)2‖ · ‖Hε

, there is a C4 such
that for [v], [w] ∈ {[u] ∈ Hε : |[u]− ΦH

ε [u0
m]|ε,d ≤ C4}

(4.5)
|Tε[v]− Tε[w]|ε,d ≤

1
2
|[v]− [w]|ε,d + C2(ε)C3‖[v]− [w]‖Hε ,

‖Tε[v]− Tε[w]‖Hε
≤ 1

2
|[v]− [w]|ε,d + C2(ε)‖[v]− [w]‖Hε

.
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Recall that ΦH
ε :H0 → Hε is a bounded operator, the bound being independent

of ε. Thus by Lemma 4.3(a) ‖gε(ΦH
ε [u0

m])‖Lε is bounded and by Lemma 3.11
there is a C5 > 4C4 such that ‖ΦH

ε [u0
m]‖Hε

, ‖TεΦH
ε [u0

m]‖Hε
≤ 1/2C5.

Eventually decreasing ε0 > 0 so that C2(ε) ≤ (1/4)min(1, C4/C5), we get
for [v] as above

‖Tε[v]‖Hε
≤ 3

4
C4 +

1
2
C5 +

‖[v]‖Hε

4
<

3
4
C5 +

1
4
‖[v]‖Hε

.

Now T0[u0
m] = [u0

m] and

‖gε(ΦH
ε [u0

m])−Dgε(ΦH
ε [u0

m])ΦH
ε [u0

m]− ΦL
ε (g0([u0

m])−Dg0([u0
m])[u0

m])‖Lε → 0

by Lemma 4.3(d), thus |TεΦH
ε [u0

m]−ΦH
ε T0[u0

m]|ε,d → 0 by Lemma 3.11, as ε→ 0.
Putting all together, and eventually decreasing ε0 > 0 further, for 0 < ε ≤ ε0

Tε: {[u] ∈ Hε : ‖u‖Hε
≤ C5, |[u]− ΦH

ε [u0
m]|ε,d ≤ C4}

→ {[u] ∈ Hε : ‖u‖Hε
≤ C5, |[u]− ΦH

ε [u0
m]|ε,d ≤ C4}.

Aε has compact resolvent, hence D(Aε) ⊂ Hε compactly and Tε:Hε → Hε is
completely continuous. By the Schauder fixed-point theorem Tε has a fixed-
point, say [uε

m], and |[uε
m]−ΦH

ε [u0
m]|ε,d ≤ C4. Since we can choose C4 arbitrarily

small (and decrease ε0 with C4), we can assume |[uε
m]−ΦH

ε [u0
m]|ε,d → 0, as ε→ 0.

Obviously [uε
m] ∈ D(Aε) and g([uε

m]) = Aε[uε
m]. By Lemma 3.2(c)

‖[uε
m]‖L∞ε ≤ C6. �

Now we can show that the points of equilibrium depend continuously on ε

at ε = 0.

Lemma 4.5. The family of points of equilibrium

Eε := {[u] ∈ D(Aε) : Aε[u] = gε([u])}

is continuous at ε = 0, i.e. for 0 ≤ d < 1

lim
ε→0

distε,d(Eε, E0) = 0,

where distε,d is defined in Theorem 1.1.

Proof. Fix 0 ≤ d < 1. We have to show

(4.6) lim
ε→0

sup
[u]∈Eε

inf
[v]∈E0

|[u]− ΦH
ε [v]|ε,d = lim

ε→0
sup

[v]∈E0

inf
[u]∈Eε

|[u]− ΦH
ε [v]|ε,d = 0.

Assume the first limit is not 0. Then there is a sequence εn → 0, δ > 0, [un] ∈ En
such that

inf
[v]∈E0

|[un]− ΦH
n [v]|n,d ≥ δ for all n.
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By Lemma 3.8 Aε are bounded in ‖ · ‖Hε
uniformly in ε, hence, taking a sub-

sequence, by (C9) there is a [u0] ∈ H0 and by (C10) ‖[un] − ΦL
n [u0]‖Ln → 0 as

n→∞.

By Theorem 2.2, for all t > 0,

|[un]− ΦH
n [u0]π0t|n,d = |[un]πnt− ΦH

n [u0]π0t|n,d → 0

as n→∞. Hence [u0] is a point of equilibrium for π0, that is [u0] ∈ E0, and we
have a contradiction.

Assume now the second limit in (4.6) is not 0. Then there is a sequence
εn → 0, [vn] ∈ E0, and δ > 0 such that

inf
[u]∈En

|[u]− ΦH
n [vn]|n,d ≥ δ

for all n. By assumption E0 is finite, hence taking a subsequence we can without
loss of generality assume [vn] = [u0

m] for all n.

By Lemma 4.4 for ε sufficiently small there are [uε
m] ∈ Eε and |[uε

m] −
ΦH

ε [u0
m]|ε,d → 0, as ε → 0. This is a contradiction, and the lemma has been

proven. �

Now we prove that the family of attractors is lower semicontinuous at ε = 0.
We do this by essentially proving the continuity of the unstable manifolds for the
points of equilibrium [uε

m] of πε. Since all the semiflows are gradient-like, any
[u0] ∈ A0 \ E0 has to be in the unstable manifold of some [u0

m] ∈ [E]0. Thus the
convergence of the unstable manifolds allows to get [uε] ∈ [A]ε which converge
to the given [u0].

We look first at what happens around a given point of equilibrium [u0
m] ∈ E0,

m ∈ {1, . . . , M0}. To simplify notations, we drop in what follows the index “m”.

Set [u0] := [u0
m] and let 0 ≤ d < 1, εn → 0. By Lemma 4.5 there are

[un] = [un
m] ∈ Eεn

and |[un] − ΦH
εn

[u0]|εn,d → 0, as n → ∞. Set Bn:D(Aεn
) →

Lεn
, Bn[u] := Aεn

[u] − Dgεn
([un])[u]. Define B0:D(A0) → L0 by B0[u] :=

A0[u] − Dg0([u0])[u]. (Note that Bn is not the operator Bε of the proof of
Lemma 4.4.)

We shall in what follows abuse notation and include the limit case ε = 0
by writing something is defined (or holds) for all n ≥ 0. E.g. we would say
Bn[u] := An[u]−Dgn([un])[u], n ≥ 0, to define the operators Bn, B0 above.

Set Vn[u] := −Dgn([un])[u] for n ≥ 0. (Again note that Vn is not the Vε

of the proof of Lemma 4.4.) Then by Lemma 4.3(d) the potentials Vn satisfy
conditions (V1)–(V3) of Section 3, and Lemmas 3.10 and 3.11 hold. In particular
the operators Bn have all the properties stated in Section 3.
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Thus, eventually taking a subsequence, we have eigenvalue, eigenvector pairs
(λb

n,l, [u
b
n,l]) of Bn, λb

n,1 ≤ λb
n,2 ≤ . . . , ([ub

n,l])l is a complete ONS of Ln, and

lim
n→∞

|λb
n,l − λb

0,l| = lim
n→∞

|[ub
n,l]− ΦH

εn
[ub

0,l]|εn,d = 0,

for all 0 ≤ d < 1, l ∈ N.
Assume π0 has an unstable manifold at [u0]. Then by Lemma 3.11 there is

a l1 ≥ 1 such that (eventually taking again a subsequence) λb
n,l1

< 0 < λb
n,l1+1,

for all n ≥ 0. Fix CB > 0 such that

1
2
λb

n,l1 < −CB for all n ≥ 0.

Define for n ≥ 0

Wn :=
{

[u] ∈ Hn : [u] =
l1∑

l=1

αl[ub
n,l], αl ∈ R

}
,

W⊥
n := {[u] ∈ Ln : ([u], [w])Ln

= 0 for all [w] ∈Wn},

Pn:Ln →Wn orthogonal projection , Qn := id− Pn:Ln →W⊥
n ,

hn:Hn → Ln, hn([u]) := gn([u] + [un])− gn([un])−Dgn([un])[u],

B1,n := Bn|Wn :Wn →Wn, B2,n := Bn|D(An)∩W⊥
n

:D(An) ∩W⊥
n →W⊥

n .

We shall need the space of functions on ]−∞, 0] which decrease at least with
eCBt as t→ −∞. For σ: ]−∞, 0]→ Hn, n ≥ 0, define

‖σ‖Hn
:= sup

t≤0
(e−CBt‖σ(t)‖Hn

),

BHn := {σ: ]−∞, 0]→ Hn| : ‖σ‖Hn
<∞}.

BHn with ‖ · ‖Hn is a Banach space for all n ≥ 0.
Note that [u(t)] satisfies equation (4.1) (with ε = εn or ε = 0) if and only if

[v] = [v(t)] := [u(t)]− [un] satisfies

(4.7) [vt] = −Bn[v] + hn([v]).

We construct the unstable manifold via a contraction map on the space of
functions with exponential growth (as t→ −∞; see e.g. [16], [5], [15]). For this
we need the following well known result we state without proof.

Lemma 4.6. Let n ≥ 0 and σ: ]−∞, 0] → Hn. σ is a solution of equation
(4.7) and ‖σ(t)‖Hn → 0 as t→ −∞ if and only if σ ∈ BHn and

σ(t) = e−B1,ntPnσ(0) +
∫ t

0

e−B1,n(t−s)Pnhn(σ(s)) ds

+
∫ t

−∞
e−B2,n(t−s)Qnhn(σ(s)) ds.
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A list of some properties of hn follows, the proof is a simple application of
Lemma 4.3.

Lemma 4.7.

(a) hn(0) = 0 = Dhn(0) and hn is C1.
(b) There is a constant C1 > 0, independent of n, such that

‖hn([u] + [v])− hn([u])‖Lεn
≤ C1‖[v]‖Lεn

for all [u], [v] ∈ Lεn
, n ≥ 0.

(c) For all C̃ > 0 there are C2 = C2(C̃) > 0, independent of n, and C3(n) >

0, independent of C̃, C3(n)→ 0 as n→∞, C3(0) = 0, such that for all
n ≥ 0, [u], [v] ∈ Hεn

, |[u]|εn,d, |[v]|εn,d ≤ C2

‖hn([u] + [v])− hn([u])‖Lεn
≤ C̃|[v]|εn,d + C3(n)‖[v]‖Hεn

.

(d) If [un] ∈ Lεn
, [u0] ∈ L0, limn→∞ ‖[un]− ΦL

εn
[u0]‖Lεn

= 0, then

‖hn([un])− ΦL
εn

h0([u0])‖Lεn
→ 0 n→∞.

The fixed points of the maps Ψn we define in the following lemma define the
unstable manifold near to a point of equilibrium [un].

Lemma 4.8. Recall that l1 is the index of the last negative eigenvalue of Bn.
For ξ ∈ Rl1 , σ ∈ BHn, t ≤ 0 define

Ψn(ξ, σ)(t) := e−B1,nt
l1∑

l=1

ξl[ub
n,l] +

∫ t

0

e−B1,n(t−s)Pnhn(σ(s)) ds

+
∫ t

−∞
e−B2,n(t−s)Qnhn(σ(s)) ds.

Then Ψn: Rl1 ×BHn → BHn is continuous and Ψn(ξ, · ):BHn → BHn is com-
pletely continuous for each ξ ∈ Rl1 , n ≥ 0.

Proof. Set

‖σ‖Ln := sup
t≤0

(e−CBt‖σ(t)‖Ln),

BLn := {σ: ]−∞, 0]→ Ln : ‖σ‖Ln
<∞}.

By Lemma 4.7(b) for σ ∈ BLn and s ≤ 0

‖hn(σ(s))‖Ln
≤ C1‖σ(s)‖Ln

≤ C1e
CBs‖σ‖Ln
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for some constant C1 > 0. There is a C2 > 0 such that ‖[u]‖2Hn
≤ bn([u], [u]) +

C2‖[u]‖2Ln
. We get for t ≤ 0

(4.8) e−CBt‖Ψn(ξ, σ)(t)‖Hn
≤ C3(‖ξ‖+ ‖σ‖Ln

)

+
∫ t

t−(λb
n,l1+1+C2)−1/2

e−CBt‖hn(σ(s))‖Ln√
2(t− s)

ds

+
∫ t−(λb

n,l1+1+C2)
−1/2

−∞
(λb

n,l1+1 + C2)1/2e−CBt−λb
n,l1+1(t−s)‖hn(σ(s))‖Ln

ds

≤ C4(‖ξ‖+ ‖σ‖Ln
).

Hence Ψn(ξ, · ):BLn → BHn maps bounded sets into bounded sets. In a com-
pletely analogous way one shows that if ‖ · ‖α,n is the norm of the fractional
power space Xα

n of Bn, 1/2 < α < 1, then

(4.9) e−CBt‖Ψn(ξ, σ)(t)‖α,n ≤ C5(‖ξ‖+ ‖σ‖Ln
).

Ψn is obviously continuous with respect to ξ. To prove continuity in σ let
σ, σ1 ∈ BHn, t ≤ 0 and assume ‖σ1‖Hn

→ 0. Then

‖Ψn(ξ, σ + σ1)(t)−Ψn(ξ, σ)(t)‖Hn ≤ C6

( ∫ 0

t

e−λb
n,l1

(t−s)+CBs‖σ1‖Hn ds

+
∫ t

t−(λb
n,l1+1+C2)−1/2

eCBs

√
t− s

‖σ1‖Hn
ds +

∫ t

−∞
e−λb

n,l1+1(t−s)+CBs‖σ1‖Hn
ds

)
≤ C7e

CBt‖σ1‖Hn
→ 0

and Ψn is indeed continuous.

If we show {Ψn(ξ, σ) : ‖σ‖Hn
≤ C} is compact for all C > 0, then Ψn(ξ, · )

is completely continuous.

So let σj ∈ BHn be a sequence for which supt≤0(e−CBt‖σj‖Hn) ≤ C. Let⋃
i≥1 ti = Q ∩ ]−∞, 0]. For each i fixed, (Ψn(ξ, σj)(ti))j is in a compact set by

(4.9), hence taking a subsequence, called σj too,

(4.10) ‖Ψn(ξ, σj)(ti)− µ(ti)‖Hn
→ 0,

as j →∞, for some µ(ti) ∈ Hn. With the Cantor diagonal procedure there is a
subsequence, called σj again, such that for all i (4.10) holds.

t 7→ Ψn(ξ, σ)(t) ∈ Hn is continuous: by Lemma 4.6 it is a solution of equation
(4.7), as such it is continuous (see e.g. [10, Theorem 3.5.2]). But we need more,
namely bounds independent of j. To get them let σ∈BC(0)⊂BHn, τ1 < τ2 ≤ 0,
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τ2 − τ1 < 1. Arguing as in (4.8)

‖Ψn(ξ, σ)(τ1) −Ψn(ξ, σ)(τ2)‖Hn

≤‖(e−B1,n(τ1−τ2) − id)e−B1,nτ2

l1∑
l=1

ξl[ub
n,l]‖Hn

+
∫ 0

τ2

‖(e−B1,n(τ1−τ2) − id)e−B1,n(τ2−s)Pnhn(σ(s))‖Hn ds

+
∫ τ2

τ1

‖e−B1,n(τ1−s)Pnhn(σ(s))‖Hn ds

+
∫ τ2

τ1

‖e−B2,n(τ2−s)Qnhn(σ(s))‖Hn ds

+
∫ τ1

−∞
‖(e−B2,n(τ2−τ1) − id)e−B2,n(τ1−s)Qnhn(σ(s))‖Hn

ds

≤C8

(
‖ξ‖(τ2 − τ1) + ((τ2 − τ1)

∫ 0

τ2

e−λb
n,l1

(τ2−s)+CBs ds

+ (τ2 − τ1) +
√

τ2 − τ1 + (τ2 − τ1)eα)‖σ‖Ln

)
≤C9(τ2 − τ1)eα(‖ξ‖+ ‖σ‖Ln

),

where the constants C8, C9 are independent of τ1, τ2, and 0 < α̃ < 1/2. Thus for
δ1 > 0, i, ĩ, |ti − t

ei| ≤ min(1, (δ1/4((‖ξ‖+ C)C9))1/eα), there is a j = j(δ1, i, ĩ),
such that

‖µ(ti)− µ(t
ei)‖Hn ≤ ‖µ(ti)−Ψn(ξ, σj)(ti)‖Hn

+ ‖Ψn(ξ, σj)(ti)−Ψn(ξ, σj(tei)‖Hn + ‖Ψn(ξ, σj)(tei)− µ(t
ei)‖Hn ≤ δ1.

Hence we can define µ(t) for all t ≤ 0 by continuously extending µ(ti). Then for
t ≤ 0 and ti ∈ Q near to t

e−CBt‖Ψn(ξ, σj)(t)− µ(t)‖Hn
≤ e−CBt(‖Ψn(ξ, σj)(t)−Ψn(ξ, σj)(ti)‖Hn

+ ‖Ψn(ξ, σj)(ti)− µ(ti)‖Hn
+ ‖µ(ti)− µ(t)‖Hn

)

shows ‖Ψn(ξ, σj) − µ‖Hn
→ 0 as j → ∞. I.e. we have found a convergent

subsequence, and {Ψn(ξ, σ) : ‖σ‖Hn
≤ C} is indeed compact in BHn. �

Lemma 4.9. There is a subsequence, called εn too, constants C1, C2, C3 > 0,
maps σ∗n:BC1(0) ⊂ Rl1 → BHn, such that

σ∗n(ξ)(t) = e−B1,nt
l1∑

l=1

ξl[ub
n,l] +

∫ t

0

e−B1,n(t−s)Pnhn(σ∗n(ξ)(s)) ds

+
∫ t

−∞
e−B2,n(t−s)Qnhn(σ∗n(ξ)(s)) ds,
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for all t ≤ 0, n ≥ 0. σ∗n(ξ)( · ) can be extended to a function on R in such a way
that it is a solution of equation (4.7). It is the only solution σ in {σ ∈ BHn :
‖σ‖Hn

≤ C2, |σ|Hn
≤ C3} with Pnσ(0) =

∑l1
l=1 ξl[ub

0,l]. Moreover,

|σ∗n(ξ)(t)− ΦH
εn

σ∗0(ξ)(t)|εn,d → 0

as n→∞, for all ξ ∈ BC1(0) ⊂ Rl1 , t ∈ R.

Proof. Let Ψn be as in Lemma 4.8. We know already that for each fixed
ξ ∈ Rl1 is Ψn(ξ, · ):BHn → BHn a completely continuous map. We claim that,
with some restrictions on ξ and σ, this map is a contraction.

Given C̃ > 0, by Lemma 4.7(c) there are C1 = C1(C̃) > 0, C2(n) > 0,
C2(n)→ 0 as n→∞, C2(0) = 0, such that

‖hn(σ(s) + σ1(s))− hn(σ(s))‖Ln
≤ C̃|σ1(s)|n,d + C2(n)‖σ1(s)‖Hn

,

whenever |σ(s)|n,d, |σ1(s)|n,d ≤ C1. Thus, if

|σ|n,d := sup
t≤0

(e−CBt|σ(t)|n,d)

we find for |σ|n,d, |σ1|n,d ≤ C1, t ≤ 0

(4.11) e−CBt‖Ψn(ξ, σ + σ1)(t)−Ψn(ξ, σ)(t)‖Hn

≤ C3(C̃|σ1|n,d + C2(n)‖σ1‖Hn
) ≤ C3(C4C̃ + C2(n))‖σ1‖Hn

,

where C3, C4 do not depend on C̃, and C4 is such that | · |n,d ≤ C4‖ · ‖Hn for all
n ≥ 0.

Let C5 denote the constant in (4.8). Choose C̃ ≤ 1/(4C3C4), C6 = C6(C̃) ≤
C1/C4, C7 = C7(C̃) ≤ C6/(2C5) and, taking a subsequence, assume C2(n) ≤
1/(4C3). Then inequalities (4.8) and (4.11) show

(4.12) ‖Ψn(ξ, σ)‖Hn ≤ ‖Ψn(ξ, σ)−Ψn(ξ, 0)‖Hn + ‖Ψn(ξ, 0)‖Hn

≤ (C3C4C̃ + C3C2(n))‖σ‖Hn + C5‖ξ‖ ≤ C6,

|Ψn(ξ, σ)|n,d ≤ C4C6 ≤ C1,

for all n ≥ 0, ‖ξ‖ ≤ C7, ‖σ‖Hn
≤ C6, |σ|n,d ≤ C1. If additionally |σ1|n,d ≤ C1

we get

(4.13) ‖Ψn(ξ, σ + σ1)−Ψn(ξ, σ)‖Hn
≤ 1

2
‖σ1‖Hn

.

Thus, for these ξ,

Ψn(ξ, · ): {σ ∈ BHn : ‖σ‖Hn
≤ C2, |σ|Hn

≤ C3}
→ {σ ∈ BHn : ‖σ‖Hn

≤ C2, |σ|Hn
≤ C3}

is contracting. Hence for each ξ ∈ BC7(0) ⊂ Rl1 there is a unique σ∗n(ξ) in above
set with σ∗n(ξ) = Ψn(ξ, σ∗n(ξ)). By Lemma 4.6 the map t 7→ σ∗n(ξ)(t) is a solution
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of equation (4.7) for all n ≥ 0. Since this equation is just the original (4.1) under
the substitution [u(t)] → [u(t)] + [un], and the semiflows πε are global ones, all
σ∗n(ξ)(t) can be extended to full solutions σ∗n(ξ): R→ Hn of (4.7).

Note that σ∗n(ξ)(t) ∈ An for all t ∈ R, n ≥ 0.
The only thing we have not shown already is the convergence |σ∗n(ξ) −

ΦH
n σ∗0(ξ)|n,d → 0, as n→∞.

The solutions σ∗n(ξ)(t)+[un] are in the respective attractors, thus by Lemma
3.8 there is a constant C8 such that

‖σ∗n(ξ)(t) + [un]‖Hn
≤ C8,

for all n ≥ 0, t ∈ R and ξ. But then Lemma 3.9 shows the existence of a solution
σ∗(ξ)(t)+[u0] with ‖σ∗(ξ)(t)+[u0]‖H0 ≤ C9, some constant C9 > 0, and, taking
again a subsequence,

|σ∗n(ξ)(t)− ΦH
n σ∗(ξ)(t)|n,d → 0, as n→∞, for all t ∈ R.

We have

P0(σ∗(ξ)(0))← Pn(σ∗n(ξ)(0)) =
l1∑

l=1

ξl[ub
n,l]→

l1∑
l=1

ξl[ub
0,l] as n→∞.

If ‖ξ‖ is small, we can choose C7 and C6 small, and by Lemma 3.9 ‖σ∗(ξ)‖H0

is small too. By Lemma 4.6 σ∗(ξ) = Ψ0(ξ, σ∗(ξ)) and the uniqueness of σ∗0 on
BC6(0) ⊂ BH0 yields σ∗(ξ) = σ∗0(ξ). Thus

|σ∗n(ξ)(t)− ΦH
n σ∗0(ξ)(t)|n,d → 0,

as n→∞, for each t ∈ R fixed. �

Now we can prove our main theorem:

Proof of Theorem 1.1. Fix 0 ≤ d < 1. We shall show that for given
δ > 0, [u0] ∈ A0 there is a 0 < ε0, and for all 0 < ε ≤ ε0 there are [uε] ∈ Aε such
that |[uε]−ΦH

ε [u0]|ε,d ≤ δ. Together with Theorem 2.2 this proves Theorem 1.1.
Assume that these [uε] do not exist, then there are [u0] ∈ A0, εn → 0, δ > 0

such that for all n ∈ N

inf
[u]∈An

|[u]− ΦH
n [u0]|n,d ≥ δ.

There is a full solution σ0: R → H0 of (4.1) such that [u0] = σ0(0). By Lemma
4.5 [u0] is no point of equilibrium. We have already shown in Section 3 that π0

is gradient like, thus σ0(t)→ [u0
m], as t→ −∞, for some m ∈ {1, . . . , M0}. This

implies [u0
m] has an unstable manifold and we can use Lemma 4.9.

Let C1, C2 be as in this lemma. Note that σ0(t + t0) − [u0
m] ∈ BH0 for all

t0, and ‖σ0( · + t0)− [u0
m]‖H0 ≤ C3e

CBt0 by Lemma 4.6.
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Setting σ∗0(t) := σ0(t+ t0)− [u0
m] and choosing t0 < 0 small enough, we have

‖σ∗0‖H0 < C2 and if ξ is defined by

P0σ
∗
0(0) =

l1∑
l=1

ξl[ub
0,l],

then also ‖ξ‖ < C1/2. σ∗0 solves (4.7), and Lemma 4.9 shows σ∗0(t) = σ∗0(ξ)(t),
σ∗0(ξ) as in this lemma.

Now σ∗n(ξ)(−t0) + [un
m] ∈ An, and since |[un

m]− ΦH
n [u0

m]|n,d → 0

|σ∗n(ξ)(−t0) + [un
m]− ΦH

n [u0]|n,d ≤ |σ∗n(ξ)(−t0)− ΦH
n σ∗0(ξ)(−t0)|n,d

+ |ΨH
n (σ∗0(ξ)(−t0)− [u0] + [u0

m])|n,d + |[un
m]− ΦH

n [u0
m]|n,d → 0,

as n→∞. This contradicts our assumption, and the proof is complete. �
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problems with nonlinear boundary conditions. Uniform bounds, Comm. Partial Differen-

tial Equations 25 (2000), 1–37.

[4] Th. Elsken, A reaction-diffusion equation on a net-shaped thin domain, Studia Math.

165 (2004), 159–199.

[5] G. Fischer, Zentrumsmannigfaltigkeiten bei elliptischen Differentialgleichungen, Math.
Nachr. 115 (1984), 137–157.

[6] D. Gilbarg and N. S. Trudinger, Elliptic Partial Differential Equations of Second
Order, Springer, Berlin, 2001.

[7] W. Hackbusch, Elliptic Differential Equations, Theory and Numerical Treatment,

Springer Series in Computational Math., vol. 18, Springer, Berlin, 1992.

[8] J. K. Hale and G. Raugel, Reaction-diffusion equations on thin domains, J. Math.

Pures Appl. 71 (1992), 33–95.

[9] , A reaction-diffusion equation on a thin L-shaped domain, Proc. Roy. Soc. Ed-

inburgh Sect. A 125 (1995), 283–327.

[10] D. Henry, Geometric Theory of Semilinear Parabolic Equations, Lecture Notes in Math-
ematics, vol. 840, Springer, New York, 1981.

[11] T. Kato, Perturbation Theory for Linear Operators, Springer, New York, 1995.

[12] A. Lunardi, Analytic semigroups and optimal regularity in parabolic problems, Progr.
Nonlinear Differential Equations Appl. 16 (1995).

[13] M. Prizzi, M. Rinaldi and K. P. Rybakowski, Curved thin domains and parabolic

equations, J. Stud. Math. 151 (2002), 109–140.

[14] M. Prizzi and K. P. Rybakowski, The effect of domain squeezing upon the dynamics

of reaction-diffusion equations, J. Differential Equations 173 (2001), 271–320.

[15] K. P. Rybakowski, An abstract approach to smoothness of invariant manifolds, Appl.

Anal. 49 (1993), 119–150.



354 T. Elsken

[16] K. R. Schneider, On the application of integral manifolds to Hopf bifurcation, Math.

Nachr. 97 (1980), 313–323.

Manuscript received June 28, 2004

Thomas Elsken
Fb Mathematik

Universität Rostock
D-18051 Rostock, GERMANY

E-mail address: thomas.elsken@uni-rostock.de

TMNA : Volume 26 – 2005 – No 2


