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#### Abstract

In this study, a new paraconsistent four-valued logic called biclassical connexive logic (BCC) is introduced as a Gentzen-type sequent calculus. Cut-elimination and completeness theorems for BCC are proved, and it is shown to be decidable. Duality property for BCC is demonstrated as its characteristic property. This property does not hold for typical paraconsistent logics with an implication connective. The same results as those for BCC are also obtained for MBCC, a modal extension of BCC.
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## 1. Introduction

The aim of this study is to develop a natural and technically advanced integration (or extension) of the following well-studied and philosophically plausible non-classical logics: bi-intuitionistic logic [24, 25, 26, 32], which is an extended intuitionistic logic with co-implication, and connexive logics $[2,17,30,33]$, which are extensions of first-degree entailment (FDE) or Belnap and Dunn's useful four-valued logic [3, 4, 6]. The development of such a natural integration is required to merge and integrate the research areas of these logics that have been studied independently till now. Such a technically advanced integration with some technically good properties, such as cut-elimination, decidability, and duality, is required to deeply analyze these logics and apply them to the field of computer science. For example, if such an integrated logic (or extended logic) has
the properties as those mentioned above, then the logic would be useful for realizing and implementing an efficient reasoning mechanism with a theorem prover and/or a logic programming language.

However, integrating bi-intuitionistic and connexive logics implies serious problems for the cut-elimination and duality properties because constructing a cut-free Gentzen-type sequent calculus for bi-intuitionistic logic is known to be difficult and the duality property does not hold for the existing connexive logics. To address these problems, we adopt a classical version of the bi-intuitionistic logic called bi-classical logic (BC for short) as a base logic. We also introduce the characteristic logical inference rules that correspond to the connexive logic axioms $\sim(\alpha \rightarrow \beta) \leftrightarrow \alpha \rightarrow \sim \beta$ and $\sim(\alpha \leftarrow \beta) \leftrightarrow \sim \alpha \leftarrow \beta$, where $\rightarrow, \leftarrow$, and $\sim$ are implication, co-implication and paraconsistent negation connectives, respectively. On the basis of these settings, we can obtain a cut-free Gentzen-type sequent calculus for the natural integration (or extension) of bi-intuitionistic logic and basic connexive logic. For the calculus in this study, we show cut-elimination and completeness theorems along with other good properties, such as decidability and duality.

Thus, in this study, a new paraconsistent four-valued logic called biclassical connexive logic (BCC for short) is introduced as a Gentzen-type sequent calculus with the settings explained above. The cut-elimination theorem for BCC is shown. The duality property for BCC is shown as a characteristic property of this logic. Moreover, the completeness theorem with respect to double valuation semantics is proved for BCC , and this logic is demonstrated to be decidable and paraconsistent. These results are proved using several theorems for syntactically and semantically embedding BCC into BC. The same results as those obtained for BCC are shown for the S4-type modal extension MBCC of BCC.

Some studies closely related to bi-intuitionistic logic, connexive logics and their neighbors and extensions are discussed below.

Bi-intuitionistic logic, also called Heyting-Brouwer logic was originally introduced by Rauszer [24, 25, 26]. The bi-intuitionistic logic has a faithful embedding in the future-past tense logic KtT4 [15]. A modal logic based on this logic was studied in [16]. The original Gentzen-type sequent calculus for the bi-intuitionistic logic by Rauszer [24] does not possess the cut-elimination property [22]. Some non-Gentzen-type sequent calculi for the bi-intuitionistic logic have been proposed by several researchers (e.g., [5, 31, 23, 22]). For a comparison of these sequent calculi, see [23, 22]. A restricted version RBL of a Gentzen-type sequent
calculus for the bi-intuitionistic logic was introduced in [10], and the cutelimination theorem for RBL was demonstrated. However, the Kripke completeness theorem for RBL has not yet been obtained. An alternative bi-intuitionistic logic, 2Int, was proposed in [32] to combine the notions of verification and its dual.

Connexive logics are considered to be philosophically plausible paraconsistent logics $[2,17,30,33,21]$. Although the origins of connexive logics came from Aristotle and Boethius, some modern perspectives have been given by Angell [2] and McCall [17]. A material connexive logic, MC, which is an extension of positive classical logic, was introduced in [33], and an extension of MC by adding classical negation, called a dialetheic Belnap-Dunn logic ( dBD ), was introduced in [19]. The logic BCC is regarded as an extension of MC by adding co-implication. An intuitionistic connexive modal logic was introduced in [30] to extend a certain basic intuitionistic connexive logic, which is considered a variant of Nelson's paraconsistent four-valued logic [1, 18, 13]. The allure of connexive mathematics was explained in [7] from the viewpoint of philosophy and history. A connexive extension of the basic relevant logic, BD, was studied in [20]. Natural deduction systems for two versions of connexive logics were studied in [8]. A survey on connexive logics can be found in [33]. Comprehensive information on connexive logics can be found on the internet [21]. Some recent results on connexive logics can be found in the special issue on connexive logics in the IfCoLog Journal of Logics and their Applications, 3 (3), 2016.

Bi-intuitionistic connexive logic, which is an integration of bi-intuitionistic logic and intuitionistic connexive logic, was originally introduced by Wansing [31] as a cut-free display calculus. Bi-connexive logic known as 2 C , which is a connexive variant of 2 Int with connexive coimplication, has been introduced [34], wherein a two-sorted typed- $\lambda$ calculus for 2 C was studied. A version of the bi-intuitionistic connexive logic, connexive Heyting-Brouwer logic, was studied in [14]. The Kripke completeness theorem for this logic was proved, but a cut-free Gentzen-type sequent calculus for this logic was not constructed. The cut-elimination theorem and duality property were also shown for certain proper subsystems of this logic. A restricted version, RBCL, of a Gentzen-type sequent calculus for the bi-intuitionistic connexive logic was introduced in [10] and the cut-elimination theorem for RBCL was shown. However, the completeness theorem for RBCL has not yet been obtained. Therefore, the logic BCC developed in this study has some
technical advantages over these bi-intuitionistic connexive logics because completeness and cut-elimination theorems hold for the proposed logic.

A classical connexive modal logic called CS4, which is based on the positive fragment of the normal modal logic S4, was introduced in [12] as a cut-free Gentzen-type sequent calculus. The Kripke-completeness theorem for CS4 was shown, and it was found to be embeddable into the positive fragment of S 4 as well as decidable. Moreover, it was shown in [12] that the basic constructive connexive logic C can be faithfully embedded into CS4 and into a subsystem of CS4 lacking syntactic duality between necessity and possibility. The logic MBCC proposed in this study is also considered as a modified and plausible extension of CS4 with the addition of the co-implication connective. Furthermore, the logic MBCC has an advantage over CS4 because the aforementioned natural characteristic property of duality hold for this logic.

The rest of this paper is organized as follows.
In Section 2, the logics BCC and BC are introduced as Gentzentype sequent calculi in the standard classical logic setting, and the cutelimination and decidability theorems for BCC are proved using a theorem for syntactically embedding BCC into BC .

In Section 3, a self-translation of BCC is introduced and the duality property of BCC is shown using this translation. The duality property holds for the implication-free fragment of classical logic but does not hold for some typical paraconsistent logics with an implication connective. Another self-translation of BCC is also introduced, and by using this translation, a new property of BCC, called quasi-symmetry property, is shown as another characteristic property.

In Section 4, the completeness theorem with respect to double valuation semantics is proved using two theorems for semantically and syntactically embedding BCC into BC.

In Section 5, the same results as those obtained for BCC are shown for the S 4 -type modal extension MBCC of BCC (i.e., the cut-elimination, Kripke-completeness, decidability, paraconsistency, duality and quasisymmetry properties are shown for MBCC).

## 2. Cut-elimination and decidability

Formulas of bi-classical connexive logic are constructed from countably many propositional variables, $\wedge$ (conjunction), $\vee$ (disjunction) $\rightarrow$ (im-
plication $), \leftarrow$ (co-implication) and $\sim$ (paraconsistent negation). Small letters $p, q, \ldots$ are used to denote propositional variables, Greek small letters $\alpha, \beta, \ldots$ are used to denote formulas, and Greek capital letters $\Gamma, \Delta, \ldots$ are used to represent finite (possibly empty) sets of formulas. The symbol $\equiv$ is used to denote the equality of symbols. A sequent is an expression of the form $\Gamma \Rightarrow \Delta$. An expression $L \vdash \Gamma \Rightarrow \Delta$ means that $\Gamma \Rightarrow \Delta$ is provable in a sequent calculus $L$. If $L$ of $L \vdash S$ is clear from the context, we omit $L$ in it. Two sequent calculi $L_{1}$ and $L_{2}$ are said to be theorem-equivalent if $\left\{S \mid L_{1} \vdash S\right\}=\left\{S \mid L_{2} \vdash S\right\}$. A rule $R$ of inference is said to be admissible in a sequent calculus $L$ if the following condition is satisfied: For any instance

$$
\frac{S_{1} \ldots S_{n}}{S}
$$

of $R$, if $L \vdash S_{i}$ for all $i$, then $L \vdash S$. Moreover, $R$ is said to be derivable in $L$ if there is a derivation from $S_{1}, \ldots, S_{n}$ to $S$ in $L$.

Prior to define Gentzen-type sequent calculi BCC and BC, we define the languages of them. These languages will be required to define some translations.

Definition 2.1. We fix a set $\Phi$ of propositional variables and define the set $\Phi^{\prime}:=\left\{p^{\prime} \mid p \in \Phi\right\}$ of propositional variables. The language $\mathcal{L}_{\mathrm{BCC}}$ of BCC is obtained from $\Phi$ by $\wedge, \vee, \rightarrow, \leftarrow$ and $\sim$. The language $\mathcal{L}_{\mathrm{BC}}$ of BC is obtained from $\Phi$ and $\Phi^{\prime}$ by $\wedge, \vee, \rightarrow$ and $\leftarrow$.

A Gentzen-type sequent calculus BCC for the bi-classical connexive logic is introduced below.

Definition 2.2 ( BCC ). The initial sequents of BCC are of the following form, for any propositional variable $p$ in $\Phi$ :

$$
p \Rightarrow p \quad \sim p \Rightarrow \sim p
$$

The structural inference rules of BCC are of the form:

$$
\begin{gathered}
\frac{\Gamma \Rightarrow \Delta, \alpha \quad \alpha, \Sigma \Rightarrow \Pi}{\Gamma, \Sigma \Rightarrow \Delta, \Pi} \text { (cut) } \\
\frac{\Gamma \Rightarrow \Delta}{\alpha, \Gamma \Rightarrow \Delta}\left(\text { we-left } \quad \frac{\Gamma \Rightarrow \Delta}{\Gamma \Rightarrow \Delta, \alpha}\right. \text { (we-right). }
\end{gathered}
$$

The positive logical inference rules of BCC are of the form:

$$
\begin{gathered}
\frac{\alpha, \beta, \Gamma \Rightarrow \Delta}{\alpha \wedge \beta, \Gamma \Rightarrow \Delta}(\wedge \text { left }) \quad \frac{\Gamma \Rightarrow \Delta, \alpha \quad \Gamma \Rightarrow \Delta, \beta}{\Gamma \Rightarrow \Delta, \alpha \wedge \beta}(\wedge \text { right }) \\
\frac{\alpha, \Gamma \Rightarrow \Delta \quad \beta, \Gamma \Rightarrow \Delta}{\alpha \vee \beta, \Gamma \Rightarrow \Delta}(\mathrm{Vleft}) \quad \frac{\Gamma \Rightarrow \Delta, \alpha, \beta}{\Gamma \Rightarrow \Delta, \alpha \vee \beta} \text { (Vright) } \\
\frac{\Gamma \Rightarrow \Delta, \alpha \quad \beta, \Sigma \Rightarrow \Pi}{\alpha \rightarrow \beta, \Gamma, \Sigma \Rightarrow \Delta, \Pi}(\rightarrow \mathrm{left}) \quad \frac{\alpha, \Gamma \Rightarrow \Delta, \beta}{\Gamma \Rightarrow \Delta, \alpha \rightarrow \beta}(\rightarrow \text { right }) \\
\frac{\alpha, \Gamma \Rightarrow \Delta, \beta}{\alpha \leftarrow \beta, \Gamma \Rightarrow \Delta}(\leftarrow \mathrm{left}) \quad \frac{\Gamma \Rightarrow \Delta, \alpha \beta, \Sigma \Rightarrow \Pi}{\Gamma, \Sigma \Rightarrow \Delta, \Pi, \alpha \leftarrow \beta}(\leftarrow \text { right }) .
\end{gathered}
$$

The negative logical inference rules of BCC are of the form:

$$
\begin{gathered}
\frac{\alpha, \Gamma \Rightarrow \Delta}{\sim \sim \alpha, \Gamma \Rightarrow \Delta}(\sim \text { left }) \quad \frac{\Gamma \Rightarrow \Delta, \alpha}{\Gamma \Rightarrow \Delta, \sim \sim \alpha}(\sim \text { right }) \\
\frac{\sim \alpha, \Gamma \Rightarrow \Delta \sim \beta, \Gamma \Rightarrow \Delta}{\sim(\alpha \wedge \beta), \Gamma \Rightarrow \Delta}(\sim \wedge \text { left }) \quad \frac{\Gamma \Rightarrow \Delta, \sim \alpha, \sim \beta}{\Gamma \Rightarrow \Delta, \sim(\alpha \wedge \beta)}(\sim \wedge \text { right }) \\
\frac{\sim \alpha, \sim \beta, \Gamma \Rightarrow \Delta}{\sim(\alpha \vee \beta), \Gamma \Rightarrow \Delta}(\sim \vee \text { left }) \quad \frac{\Gamma \Rightarrow \Delta, \sim \alpha \quad \Gamma \Rightarrow \Delta, \sim \beta}{\Gamma \Rightarrow \Delta, \sim(\alpha \vee \beta)}(\sim \vee \text { right }) \\
\frac{\Gamma \Rightarrow \Delta, \alpha \sim \beta, \Sigma \Rightarrow \Pi}{\sim(\alpha \rightarrow \beta), \Gamma, \Sigma \Rightarrow \Delta, \Pi}(\sim \rightarrow \text { left }) \quad \frac{\alpha, \Gamma \Rightarrow \Delta, \sim \beta}{\Gamma \Rightarrow \Delta, \sim(\alpha \rightarrow \beta)}(\sim \rightarrow \text { right }) \\
\frac{\sim \alpha, \Gamma \Rightarrow \Delta, \beta}{\sim(\alpha \leftarrow \beta), \Gamma \Rightarrow \Delta}(\sim \leftarrow \text { left }) \quad \frac{\Gamma \Rightarrow \Delta, \sim \alpha \quad \beta, \Sigma \Rightarrow \Pi}{\Gamma, \Sigma \Rightarrow \Delta, \Pi, \sim(\alpha \leftarrow \beta)}(\sim \leftarrow \text { right }) .
\end{gathered}
$$

A Gentzen-type sequent calculus BC for the bi-classical logic is defined below.

Definition 2.3 ( BC ). BC is defined based on $\mathcal{L}_{\mathrm{BC}}$. BC is the $\sim$-free part of BCC (i.e., it is obtained from BCC by deleting the negated initial sequents and the negative logical inference rules, and we use $\Phi \cup \Phi^{\prime}$ as the domain of propositional variables, instead of $\Phi$ ).

Remark 2.4. We make the following remarks on BC and BCC.

1. Let $L$ be BC or BCC. Sequents of the form $\alpha \Rightarrow \alpha$ for any formula $\alpha$ are provable in cut-free $L$. This fact can be shown by induction on $\alpha$.
2. The logical inference rules $(\sim \rightarrow$ left $)$, ( $\sim \rightarrow$ right $)$, ( $\sim \leftarrow$ left $)$ and ( $\sim \leftarrow$ right) in BCC just correspond to the following characteristic axiom schemes for connexive logics:
(a) $\sim(\alpha \rightarrow \beta) \leftrightarrow \alpha \rightarrow \sim \beta$,
(b) $\sim(\alpha \leftarrow \beta) \leftrightarrow \sim \alpha \leftarrow \beta$.
3. BC is theorem-equivalent to Gentzen's sequent calculus LK for classical logic when the language includes the classical negation connective $\neg$, since $\leftarrow$ in BC can be defined by $\alpha \leftarrow \beta:=\alpha \wedge \neg \beta$.
4. Let $\mathrm{BC}_{\neg}$ be the system which is obtained from BC by adding the following logical inference rules for $\neg$ :

$$
\frac{\Gamma \Rightarrow \Delta, \alpha}{\neg \alpha, \Gamma \Rightarrow \Delta}(\neg \mathrm{left}) \quad \frac{\alpha, \Gamma \Rightarrow \Delta}{\Gamma \Rightarrow \Delta, \neg \alpha}(\neg \text { right }) .
$$

Then, we can prove the cut-free derivability of ( $\leftarrow$ left) and ( $\leftarrow$ right) with the definition $\alpha \leftarrow \beta:=\alpha \wedge \neg \beta$ as follows:

$$
\begin{gathered}
\frac{\alpha, \Gamma \Rightarrow \Delta, \beta}{\frac{\alpha, \neg \beta, \Gamma \Rightarrow \Delta}{\alpha \wedge \neg \beta, \Gamma \Rightarrow \Delta}(\neg \mathrm{left})}(\wedge \mathrm{left}) \\
\beta, \Sigma \Rightarrow \Pi \\
\vdots(\text { we-left }),(\text { we-right }) \\
\Gamma \Rightarrow \Delta, \alpha \\
\vdots(\text { we-left }),(\text { we-right }) \quad \frac{\beta, \Gamma, \Sigma \Rightarrow \Delta, \Pi}{\Gamma, \Sigma \Rightarrow \Delta, \Pi, \neg \beta} \text { ( } \neg \text { right) } \\
\frac{\Gamma, \Sigma \Rightarrow \Delta, \Pi, \alpha}{\Gamma, \Sigma \Rightarrow \Delta, \Pi, \alpha \wedge \neg \beta} \text { ( right). }
\end{gathered}
$$

5. By the fact mentioned just above, we can obtain the fact that cutfree BC and cut-free LK are theorem-equivalent. By this fact and the cut-elimination theorem for LK , we can also obtain the cut-elimination theorem for $\mathrm{BC}_{\neg}$. By this cut-elimination theorem, we can obtain the fact that $\mathrm{BC}_{\neg}$ is a conservative extension of BC . By this conservative extension result and the cut-free equivalence between $\mathrm{BC}_{\neg}$ and LK , we can obtain the cut-elimination theorem for BC . We can also obtain the fact that BC is decidable.
6. As mentioned just above, the cut-elimination theorem for BC holds. But, the same theorem does not hold for the intuitionistic version of BC (i.e., a Gentzen-type sequent calculus for bi-intuitionistic logic) [22].
7. A counterexample of the failure of the cut-elimination theorem for a Gentzen-type sequent calculus for bi-intuitionistic logic was presented in [22] as

$$
p \Rightarrow q, r \rightarrow((p \leftarrow q) \wedge r)
$$

where $p, q$, and $r$ are distinct propositional variables. This sequent is provable in cut-free BC by:
where ( $\rightarrow$ right) cannot be applied when BC is replaced with a Gentzentype sequent calculus for bi-intuitionistic logic.
8. Cut-elimination and decidability theorems for some extended versions of BC were shown in [11].

Next, we introduce a translation of BCC into BC, and by using this translation, we show a theorem for syntactically embedding BCC into BC.

Definition 2.5. A mapping $f$ from $\mathcal{L}_{\mathrm{BCC}}$ to $\mathcal{L}_{\mathrm{BC}}$ is defined inductively by:

1. for any $p \in \Phi, f(p):=p$ and $f(\sim p):=p^{\prime} \in \Phi^{\prime}$,
2. $f(\alpha \sharp \beta):=f(\alpha) \sharp f(\beta)$ with $\sharp \in\{\wedge, \vee, \rightarrow, \leftarrow\}$,
3. $f(\sim \sim \alpha):=f(\alpha)$,
4. $f(\sim(\alpha \wedge \beta)):=f(\sim \alpha) \vee f(\sim \beta)$,
5. $f(\sim(\alpha \vee \beta)):=f(\sim \alpha) \wedge f(\sim \beta)$,
6. $f(\sim(\alpha \rightarrow \beta)):=f(\alpha) \rightarrow f(\sim \beta)$,
7. $f(\sim(\alpha \leftarrow \beta)):=f(\sim \alpha) \leftarrow f(\beta)$.

An expression $f(\Gamma)$ denotes the result of replacing every occurrence of a formula $\alpha$ in $\Gamma$ by an occurrence of $f(\alpha)$. Analogous notion is used for the other mappings discussed later.
Remark 2.6. A similar translation as defined in Definition 2.5 has been used by Gurevich [9], Rautenberg [27] and Vorob'ev [29] to embed Nelson's constructive logic $[1,18]$ into the positive intuitionistic logic.

Theorem 2.7 (Syntactical embedding from BCC into BC). Let $\Gamma, \Delta$ be sets of formulas in $\mathcal{L}_{\mathrm{BCC}}$, and $f$ be the mapping defined in Definition 2.5.

1. $\mathrm{BCC} \vdash \Gamma \Rightarrow \Delta$ iff $\mathrm{BC} \vdash f(\Gamma) \Rightarrow f(\Delta)$.
2. $\mathrm{BCC}-($ cut $) \vdash \Gamma \Rightarrow \Delta$ iff $\mathrm{BC}-($ cut $) \vdash f(\Gamma) \Rightarrow f(\Delta)$.

Proof. We show only 1.
" $\Rightarrow$ " By induction on the proofs $P$ of $\Gamma \Rightarrow \Delta$ in BCC. We distinguish the cases according to the last inference of $P$, and show some cases.

1. The case $(\sim p \Rightarrow \sim p)$ : The last inference of $P$ is of the form: $\sim p \Rightarrow \sim p$ for any $p \in \Phi$. In this case, we obtain $\mathrm{BC} \vdash f(\sim p) \Rightarrow f(\sim p)$, i.e., $\mathrm{BC} \vdash p^{\prime} \Rightarrow p^{\prime}\left(p^{\prime} \in \Phi^{\prime}\right)$, by the definition of $f$.
2. The case ( $\sim \rightarrow$ left): The last inference of $P$ is of the form:

$$
\frac{\Gamma \Rightarrow \Delta, \alpha \quad \sim \beta, \Sigma \Rightarrow \Pi}{\sim(\alpha \rightarrow \beta), \Gamma, \Sigma \Rightarrow \Delta, \Pi}(\sim \rightarrow \mathrm{left})
$$

By induction hypothesis, we have $\mathrm{BC} \vdash f(\Gamma) \Rightarrow f(\Delta), f(\alpha)$ and $\mathrm{BC} \vdash$ $f(\sim \beta), f(\Sigma) \Rightarrow f(\Pi)$. Then, we obtain the required fact:

$$
\begin{array}{cc}
\vdots & \vdots \\
f(\Gamma) \Rightarrow f(\Delta), f(\alpha) & f(\sim \beta), f(\Sigma) \Rightarrow f(\Pi) \\
f(\alpha) \rightarrow f(\sim \beta), f(\Gamma), f(\Sigma) \Rightarrow f(\Delta), f(\Pi)
\end{array}(\rightarrow \text { left })
$$

where $f(\alpha) \rightarrow f(\sim \beta)$ coincides with $f(\sim(\alpha \rightarrow \beta))$ by the definition of $f$.
3. The case ( $\sim \rightarrow$ right): The last inference of $P$ is of the form:

$$
\frac{\alpha, \Gamma \Rightarrow \Delta, \sim \beta}{\Gamma \Rightarrow \Delta, \sim(\alpha \rightarrow \beta)}(\sim \rightarrow \text { right }) .
$$

By induction hypothesis: $\mathrm{BC} \vdash f(\alpha), f(\Gamma) \Rightarrow f(\Delta), f(\sim \beta)$. Then, we obtain the required fact:

$$
\begin{gathered}
\vdots \\
\frac{\vdots(\alpha), f(\Gamma) \Rightarrow f(\Delta), f(\sim \beta)}{f(\Gamma) \Rightarrow f(\Delta), f(\alpha) \rightarrow f(\sim \beta)}(\rightarrow \text { right })
\end{gathered}
$$

where $f(\alpha) \rightarrow f(\sim \beta)$ coincides with $f(\sim(\alpha \rightarrow \beta))$ by the definition of $f$.
4. The case ( $\sim \sim$ left $)$ : The last inference of $P$ is of the form:

$$
\frac{\alpha, \Gamma \Rightarrow \Delta}{\sim \sim \alpha, \Gamma \Rightarrow \Delta}(\sim \sim \mathrm{left})
$$

By induction hypothesis, we have $\mathrm{BC} \vdash f(\alpha), f(\Gamma) \Rightarrow f(\Delta)$, where $f(\alpha)$ coincides with $f(\sim \sim \alpha)$ by the definition of $f$.
5. The case (cut): The last inference of $P$ is of the form:

$$
\frac{\Gamma \Rightarrow \Delta, \alpha \quad \alpha, \Sigma \Rightarrow \Pi}{\Gamma, \Sigma \Rightarrow \Delta, \Pi} \text { (cut). }
$$

By induction hypothesis, we have $\mathrm{BC} \vdash f(\Gamma) \Rightarrow f(\Delta), f(\alpha)$ and $\mathrm{BC} \vdash$ $f(\alpha), f(\Sigma) \Rightarrow f(\Pi)$. Then, we obtain the required fact:

$$
\begin{array}{cc}
\vdots & \vdots \\
f(\Gamma) \Rightarrow f(\Delta), f(\alpha) & f(\alpha), f(\Sigma) \Rightarrow f(\Pi) \\
f(\Gamma), f(\Sigma) \Rightarrow f(\Delta), f(\Pi) & \text { cut }) .
\end{array}
$$

" $\Leftarrow "$ By induction on the proofs $Q$ of $f(\Gamma) \Rightarrow f(\Delta)$ in BC. We distinguish the cases according to the last inference of $Q$.

In such cases, we must consider the cases concerning the doublenegation condition $f(\sim \sim \alpha):=f(\alpha)$. Indeed, there are infinitely many cases concerning the conditions, although these cases can be proved easily. Thus, we first explain some typical examples of such easily provable, but non-trivial cases.

The first example is the initial sequent cases. If $Q$ is an initial sequent $p \Rightarrow p$, then we must consider the cases $f\left(\sim^{n} p\right) \Rightarrow f\left(\sim^{m} p\right)$ where $n$ and $m$ are even natural numbers and $\sim^{n} p$ represents $\overbrace{\sim \cdots \sim}^{n} \alpha$. These cases are, of course, easily provable, and the proof is almost the same as that of the case $f(p) \Rightarrow f(p)$ (i.e., in the case $f(p) \Rightarrow f(p)$, we do not have to use the double-negation condition on $f$, but in the cases $f\left(\sim^{n} p\right) \Rightarrow f\left(\sim^{m} p\right)$ $(0<n, m)$, we need to use the double-negation condition on $f)$. Thus, in what follows, we would like to focus only on the case $f(p) \Rightarrow f(p)$ as the most simplest case (but we will not show this case, since it is obvious).

The second example is the cases for the logical inference rules. For example, we can consider the following case. The last inference of $Q$ is of the form:

$$
\frac{f(\Gamma) \Rightarrow f(\Delta), f(\alpha) \quad f(\beta), f(\Sigma) \Rightarrow f(\Pi)}{f(\sim \sim(\alpha \rightarrow \beta), f(\sim \sim \Gamma), f(\Sigma)) \Rightarrow f(\Delta), f(\Pi)}(\rightarrow \text { left })
$$

where $f(\sim \sim(\alpha \rightarrow \beta))$ and $f(\sim \sim \Gamma)$ respectively coincide with $f(\alpha \rightarrow \beta)$ and $f(\Gamma)$ by the double-negation condition on $f$. Of course, we can prove this case in a similar way as for the following most simplest case, which
does not use the double-negation condition on $f$ : The last inference of $Q$ is of the form:

$$
\frac{f(\Gamma) \Rightarrow f(\Delta), f(\alpha) \quad f(\beta), f(\Sigma) \Rightarrow f(\Pi)}{f(\alpha \rightarrow \beta), f(\Gamma), f(\Sigma) \Rightarrow f(\Delta), f(\Pi)}(\rightarrow \mathrm{left}) .
$$

We would also like to focus only on the most simplest case (this case will be proved).

Therefore, from now on, we consider only the most simplest cases without using the double-negation condition on $f$.

We show some these cases in the following.

1. The case (cut): The last inference of $Q$ is of the form:

$$
\begin{array}{cc}
\vdots & \vdots \\
\frac{f(\Gamma) \Rightarrow f(\Delta), \beta}{} & \beta, f(\Sigma) \Rightarrow f(\Pi) \\
f(\Gamma), f(\Sigma) \Rightarrow f(\Delta), f(\Pi) & (\mathrm{cut}) .
\end{array}
$$

In this case, $\beta$ is a formula of BC . We then have the fact $\gamma=f(\gamma)$ for any formula $\gamma$ in BC. This can be shown by induction on $\gamma$. Thus, $Q$ is of the form:

$$
\begin{array}{cc}
\vdots & \vdots \\
f(\Gamma) \Rightarrow f(\Delta), f(\beta) & f(\beta), f(\Sigma) \Rightarrow f(\Pi) \\
f(\Gamma), f(\Sigma) \Rightarrow f(\Delta), f(\Pi) & (c u t) .
\end{array}
$$

By induction hypothesis, we have $\mathrm{BCC} \vdash \Gamma \Rightarrow \Delta, \beta$ and $\mathrm{BCC} \vdash \beta, \Sigma \Rightarrow$ $\Pi$. Then, we obtain the required fact:

$$
\begin{gathered}
\vdots \\
\Gamma \Rightarrow \Delta, \beta \quad \beta, \Sigma \Rightarrow \Pi \\
\Gamma, \Sigma \Rightarrow \Delta, \Pi \\
\text { (cut). }
\end{gathered}
$$

2. The case $(\rightarrow \mathrm{left})$ : The last inference of $Q$ is ( $\wedge$ left).
(a) The last inference of $Q$ is of the form:

$$
\frac{f(\Gamma) \Rightarrow f(\Delta), f(\alpha) \quad f(\beta), f(\Sigma) \Rightarrow f(\Pi)}{f(\alpha \rightarrow \beta), f(\Gamma), f(\Sigma) \Rightarrow f(\Delta), f(\Pi)}(\rightarrow \mathrm{left})
$$

where $f(\alpha \rightarrow \beta)$ coincides with $f(\alpha) \rightarrow f(\beta)$ by the definition of $f$. By induction hypothesis, we have $\mathrm{BCC} \vdash \Gamma \Rightarrow \Delta, \alpha$ and $\mathrm{BCC} \vdash \beta, \Sigma \Rightarrow \Pi$. We thus obtain the required fact:

$$
\frac{\Gamma \Rightarrow \Delta, \alpha \quad \beta, \Sigma \Rightarrow \Pi}{\alpha \rightarrow \beta, \Gamma, \Sigma \Rightarrow \Delta, \Pi}(\rightarrow \mathrm{left})
$$

(b) The last inference of $Q$ is of the form:

$$
\frac{f(\Gamma) \Rightarrow f(\Delta), f(\alpha) \quad f(\sim \beta), f(\Sigma) \Rightarrow f(\Pi)}{f(\sim(\alpha \rightarrow \beta)), f(\Gamma), f(\Sigma) \Rightarrow f(\Delta), f(\Pi)}(\rightarrow \mathrm{left})
$$

where $f(\sim(\alpha \rightarrow \beta))$ coincides with $f(\alpha) \rightarrow f(\sim \beta)$ by the definition of $f$. By induction hypothesis, we have $\mathrm{BCC} \vdash \Gamma \Rightarrow \Delta, \alpha$ and $\mathrm{BCC} \vdash$ $\sim \beta, \Sigma \Rightarrow \Pi$. We thus obtain the required fact:

$$
\frac{\vdots}{\vdots \Rightarrow \Delta, \alpha} \sim \stackrel{\vdots}{\sim} \begin{gathered}
\vdots \\
\sim(\alpha \rightarrow \beta), \Gamma, \Sigma \Rightarrow \Delta, \Pi
\end{gathered}(\sim \rightarrow \mathrm{left})
$$

Using Theorem 2.7, we can obtain the cut-elimination theorem for BCC.

ThEOREM 2.8 (Cut-elimination for BCC ). The rule (cut) is admissible in cut-free BCC.

Proof. Suppose that $\mathrm{BCC} \vdash \Gamma \Rightarrow \Delta$. Then $\mathrm{BC} \vdash f(\Gamma) \Rightarrow f(\Delta)$, by Theorem $2.7(1)$, and hence $\mathrm{BC}-($ cut $) \vdash f(\Gamma) \Rightarrow f(\Delta)$, by the cutelimination theorem for BC. Then, by Theorem $2.7(2)$, we obtain BCC - (cut) $\vdash \Gamma \Rightarrow \Delta$.

Using Theorem 2.7, we can also obtain the decidability of BCC.
Theorem 2.9 (Decidability for BCC ). BCC is decidable.
Proof. By decidability of BC (i.e., LK) for each $\alpha$, it is possible to decide if $\Rightarrow f(\alpha)$ is provable in BC. Then, by Theorem $2.7, \mathrm{BCC}$ is also decidable.

Using Theorem 2.8, we can show the paraconsistency of BCC with respect to $\sim$.

Definition 2.10. Let $\sharp$ be a negation connective. A sequent calculus $L$ is called explosive with respect to $\sharp$ if for any formulas $\alpha$ and $\beta$, the sequent $\alpha, \sharp \alpha \Rightarrow \beta$ is provable in $L$. It is called paraconsistent with respect to $\sharp$ if it is not explosive with respect to $\sharp$.

Theorem 2.11 (Paraconsistency for BCC). BCC is paraconsistent with respect to $\sim$.

Proof. Consider a sequent $p, \sim p \Rightarrow q$ where $p$ and $q$ are distinct propositional variables. Then, the unprovability of this sequent is guaranteed by Theorem 2.8 , since there is no cut-free proof of it in BCC.

## 3. Duality and quasi-symmetry

First, we introduce a self-translation of BCC, and by using this translation, we show the duality property of BCC.

Definition 3.1. A mapping $f$ from $\mathcal{L}_{\mathrm{BCC}}$ to $\mathcal{L}_{\mathrm{BCC}}$ is defined inductively by:

1. $f(p):=p$ for any $p \in \Phi$,
2. $f(\alpha \wedge \beta):=f(\alpha) \vee f(\beta)$,
3. $f(\alpha \vee \beta):=f(\alpha) \wedge f(\beta)$,
4. $f(\alpha \rightarrow \beta):=f(\beta) \leftarrow f(\alpha)$,
5. $f(\alpha \leftarrow \beta):=f(\beta) \rightarrow f(\alpha)$,
6. $f(\sim \alpha):=\sim f(\alpha)$.

Proposition 3.2. Let $f$ be the mapping defined in Definition 3.1. Then, we have: $f f(\alpha)=\alpha$ for any formula $\alpha$ in $\mathcal{L}_{\mathrm{BCC}}$.

Proof. By induction on $\alpha$. We show only the case for $\alpha \equiv \beta \rightarrow \gamma$ as follows. $f f(\beta \rightarrow \gamma)=f(f(\gamma) \leftarrow f(\beta))=f f(\beta) \rightarrow f f(\gamma)=\beta \rightarrow \gamma$ (by induction hypothesis).

Remark 3.3. We note that we have a more general result by using Proposition 3.2. Suppose that $f$ is the mapping defined in Definition 3.1. Then, we have: $\mathrm{BCC} \vdash \Gamma \Rightarrow \Delta$ iff $\mathrm{BCC} \vdash f f(\Gamma) \Rightarrow f f(\Delta)$.

The following theorem shows the duality property for BCC.
Theorem 3.4 (Duality for BCC ). Let $\Gamma$ and $\Delta$ be (possibly empty) sets of formulas in $\mathcal{L}_{\mathrm{BCC}}$, and $f$ be the mapping defined in Definition 3.1.

1. $\mathrm{BCC} \vdash \Gamma \Rightarrow \Delta$ iff $\mathrm{BCC} \vdash f(\Delta) \Rightarrow f(\Gamma)$,
2. $\mathrm{BCC}-($ cut $) \vdash \Gamma \Rightarrow \Delta$ iff $\mathrm{BCC}-($ cut $) \vdash f(\Delta) \Rightarrow f(\Gamma)$.

Proof. We show only 1.
$" \Rightarrow$ " By induction on the proofs $P$ of $\Gamma \Rightarrow \Delta$ in BCC. We distinguish the cases according to the last inference of $P$, and show some cases.

1. The case ( $\rightarrow$ right $)$ : The last inference of $P$ is of the form:

$$
\frac{\alpha, \Gamma \Rightarrow \Delta, \beta}{\Gamma \Rightarrow \Delta, \alpha \rightarrow \beta}(\rightarrow \text { right })
$$

By induction hypothesis, $\mathrm{BCC} \vdash f(\beta), f(\Delta) \Rightarrow f(\Gamma), f(\alpha)$. Then, we obtain the required fact:

$$
\frac{f(\beta), f(\Delta) \stackrel{\vdots}{\Rightarrow} f(\Gamma), f(\alpha)}{f(\beta) \leftarrow f(\alpha), f(\Delta) \Rightarrow f(\Gamma)}(\leftarrow \mathrm{left})
$$

where $f(\beta) \leftarrow f(\alpha)$ coincides with $f(\alpha \rightarrow \beta)$ by the definition of $f$.
2. The case $(\rightarrow$ left $)$ : The last inference of $P$ is of the form:

$$
\frac{\Gamma \Rightarrow \Delta, \alpha \quad \beta, \Sigma \Rightarrow \Pi}{\alpha \rightarrow \beta, \Gamma, \Sigma \Rightarrow \Delta, \Pi}(\rightarrow \mathrm{left})
$$

By induction hypothesis, we have $\mathrm{BCC} \vdash f(\alpha), f(\Delta) \Rightarrow f(\Gamma)$ and BCC $\vdash f(\Pi) \Rightarrow f(\Sigma), f(\beta)$. Then, we obtain the required fact:

$$
\begin{array}{cc}
\vdots & \vdots \\
\frac{\vdots(\Pi) \Rightarrow f(\Sigma), f(\beta)}{} & f(\alpha), f(\Delta) \Rightarrow f(\Gamma) \\
f(\Pi), f(\Delta) \Rightarrow f(\Sigma), f(\Gamma), f(\beta) \leftarrow f(\alpha)
\end{array}(\leftarrow \text { right })
$$

where $f(\beta) \leftarrow f(\alpha)$ coincides with $f(\alpha \rightarrow \beta)$ by the definition of $f$.
3. The case $(\sim \rightarrow$ right $)$ : The last inference of $P$ is of the form:

$$
\frac{\alpha, \Gamma \Rightarrow \Delta, \sim \beta}{\Gamma \Rightarrow \Delta, \sim(\alpha \rightarrow \beta)}(\sim \rightarrow \text { right }) .
$$

By induction hypothesis, we have $\mathrm{BCC} \vdash f(\sim \beta), f(\Delta) \Rightarrow f(\Gamma), f(\alpha)$ where $f(\sim \beta)$ coincides with $\sim f(\beta)$ by the definition of $f$. Then, we obtain the required fact:

$$
\frac{\sim f(\beta), f(\Delta)}{\sim} \stackrel{\vdots}{\Rightarrow f(\Gamma(\beta) \leftarrow f(\alpha)), f(\alpha)}(\Delta) \Rightarrow f(\Gamma) \quad(\sim \leftarrow \mathrm{left})
$$

where $\sim(f(\beta) \leftarrow f(\alpha))$ coincides with $f(\sim(\alpha \rightarrow \beta))$ by the definition of $f$.
4. The case $(\sim \rightarrow$ left $)$ : The last inference of $P$ is of the form:

$$
\frac{\Gamma \Rightarrow \Delta, \alpha \quad \sim \beta, \Sigma \Rightarrow \Pi}{\sim(\alpha \rightarrow \beta), \Gamma, \Sigma \Rightarrow \Delta, \Pi}(\sim \rightarrow \mathrm{left})
$$

By induction hypothesis, we have $\mathrm{BCC} \vdash f(\alpha), f(\Delta) \Rightarrow f(\Gamma)$ and BCC $\vdash f(\Pi) \Rightarrow f(\Sigma), f(\sim \beta)$ where $f(\sim \beta)$ coincides with $\sim f(\beta)$ by the definition of $f$. Then, we obtain the required fact:

$$
\left.\begin{array}{cc}
\vdots & \vdots \\
\frac{\vdots(\Pi) \Rightarrow f(\Sigma), \sim f(\beta)}{f(\Pi), f(\Delta) \Rightarrow f(\Sigma), f(\Gamma), \sim(f(\beta) \leftarrow f(\alpha))} & f(\sim), f(\Delta) \Rightarrow f(\Gamma)
\end{array} \sim \text { right }\right)
$$

where $\sim(f(\beta) \leftarrow f(\alpha))$ coincides with $f(\sim(\alpha \rightarrow \beta))$ by the definition of $f$.
$" \Leftarrow "$ By induction on the proofs $Q$ of $f(\Delta) \Rightarrow f(\Gamma)$ in BCC. We distinguish the cases according to the last inference of $Q$, and show only the following case.

1. The case (cut): The last inference of $Q$ is of the form:

$$
\frac{f(\Gamma) \Rightarrow f(\Delta), \alpha \quad \alpha, f(\Sigma) \Rightarrow f(\Pi)}{f(\Gamma), f(\Sigma) \Rightarrow f(\Delta), f(\Pi)} \text { (cut) }
$$

where $\alpha$ is equivalent to $f f(\alpha)$ by Proposition 3.2. By induction hypothesis, we obtain BCC $\vdash \Pi \Rightarrow \Sigma, f(\alpha)$ and BCC $\vdash f(\alpha), \Pi \Rightarrow \Sigma$. Then, we obtain the required fact:

$$
\frac{\Pi \Rightarrow \Sigma, f(\alpha) \quad f(\alpha), \Delta \Rightarrow \Gamma}{\Delta, \Pi \Rightarrow \Gamma, \Sigma}(\text { cut })
$$

Next, we introduce another self-translation of BCC, and by using this translation, we show the quasi-symmetry property of BCC.

Definition 3.5. A mapping $f$ from $\mathcal{L}_{\mathrm{BCC}}$ to $\mathcal{L}_{\mathrm{BCC}}$ is defined inductively by:

1. $f(p):=p$ and $f(\sim p):=\sim p$ for any $p \in \Phi$,
2. $f(\alpha \circ \beta):=f(\alpha) \circ f(\beta)$ where $\circ \in\{\wedge, \vee\}$,
3. $f(\alpha \rightarrow \beta):=f(\beta) \leftarrow \sim f(\alpha)$,
4. $f(\alpha \leftarrow \beta):=\sim f(\beta) \rightarrow f(\alpha)$,
5. $f(\sim \sim \alpha):=f(\alpha)$,
6. $f(\sim(\alpha \wedge \beta)):=f(\sim \alpha) \vee f(\sim \beta)$,
7. $f(\sim(\alpha \vee \beta)):=f(\sim \alpha) \wedge f(\sim \beta)$,
8. $f(\sim(\alpha \rightarrow \beta)):=f(\sim \beta) \leftarrow \sim f(\alpha)$,
9. $f(\sim(\alpha \leftarrow \beta)):=\sim f(\beta) \rightarrow f(\sim \alpha)$.

The following theorem shows the quasi-symmetry property for BCC.
Theorem 3.6 (Quasi-symmetry for BCC ). Let $\Gamma$ and $\Delta$ be (possibly empty) sets of formulas in $\mathcal{L}_{\mathrm{BCC}}$, and $f$ be the mapping defined in Definition 3.5.

1. If $\mathrm{BCC} \vdash \Gamma \Rightarrow \Delta$, then $\mathrm{BCC} \vdash \sim f(\Delta) \Rightarrow \sim f(\Gamma)$.
2. If $\mathrm{BCC}-($ cut $) \vdash \Gamma \Rightarrow \Delta$, then $\mathrm{BCC}-$ (cut) $\vdash \sim f(\Delta) \Rightarrow \sim f(\Gamma)$.

Proof. We show only 1 by induction on the proofs $P$ of $\Gamma \Rightarrow \Delta$ in BCC. We distinguish the cases according to the last inference of $P$, and show some cases.

1. The case ( $\wedge$ left): The last inference of $P$ is of the form:

$$
\frac{\alpha, \beta, \Gamma \Rightarrow \Delta}{\alpha \wedge \beta, \Gamma \Rightarrow \Delta}(\wedge \mathrm{left}) .
$$

By induction hypothesis, $\mathrm{BCC} \vdash \sim f(\Delta) \Rightarrow \sim f(\Gamma), \sim f(\alpha), \sim f(\beta)$. So we obtain the required fact:

$$
\begin{gathered}
\vdots \\
\sim f(\Delta) \Rightarrow \sim f(\Gamma), \sim f(\alpha), \sim f(\beta) \\
\sim f(\Delta) \Rightarrow \sim f(\Gamma), \sim(f(\alpha) \wedge f(\beta)) \\
(\sim \wedge \text { right })
\end{gathered}
$$

where $\sim(f(\alpha) \wedge f(\beta))$ coincides with $\sim f(\alpha \wedge \beta)$ by the definition of $f$.
2. The case ( $\wedge$ right): The last inference of $P$ is of the form:

$$
\frac{\Gamma \Rightarrow \Delta, \alpha \quad \Gamma \Rightarrow \Delta, \beta}{\Gamma \Rightarrow \Delta, \alpha \wedge \beta}(\wedge \text { right }) .
$$

By induction hypothesis, we have $\mathrm{BCC} \vdash \sim f(\alpha), \sim f(\Delta) \Rightarrow \sim f(\Gamma)$ and BCC $\vdash \sim f(\beta), \sim f(\Delta) \Rightarrow \sim f(\Gamma)$. Then, we obtain the required fact:

$$
\begin{array}{cc}
\vdots \\
\sim f(\alpha), \sim f(\Delta) \Rightarrow \sim f(\Gamma) & \sim f(\beta), \sim f(\Delta) \Rightarrow \sim f(\Gamma) \\
\sim(f(\alpha) \wedge f(\beta)), \sim f(\Delta) \Rightarrow \sim f(\Gamma) & (\sim \wedge \mathrm{left})
\end{array}
$$

where $\sim(f(\alpha) \wedge f(\beta))$ coincides with $\sim f(\alpha \wedge \beta)$ by the definition of $f$.
3. The case $(\leftarrow \mathrm{left})$ : The last inference of $P$ is of the form:

$$
\frac{\alpha, \Gamma \Rightarrow \Delta, \beta}{\alpha \leftarrow \beta, \Gamma \Rightarrow \Delta}(\leftarrow \mathrm{left}) .
$$

By induction hypothesis, $\mathrm{BCC} \vdash \sim f(\beta), \sim f(\Delta) \Rightarrow \sim f(\Gamma), \sim f(\alpha)$. We obtain the required fact:

$$
\frac{\sim f(\beta), \sim f(\Delta) \Rightarrow \sim f(\Gamma), \sim f(\alpha)}{\sim f(\Delta) \Rightarrow \sim f(\Gamma), \sim(\sim f(\beta) \rightarrow f(\alpha))}(\sim \rightarrow \text { right })
$$

where $\sim(\sim f(\beta) \rightarrow f(\alpha))$ coincides with $\sim f(\alpha \leftarrow \beta)$ by the definition of $f$.
4. The case ( $\leftarrow$ right): The last inference of $P$ is of the form:

$$
\frac{\Gamma \Rightarrow \Delta, \alpha \quad \beta, \Sigma \Rightarrow \Pi}{\Gamma, \Sigma \Rightarrow \Delta, \Pi, \alpha \leftarrow \beta}(\leftarrow \text { right }) .
$$

By induction hypothesis, we have $\mathrm{BCC} \vdash \sim f(\alpha), \sim f(\Delta) \Rightarrow \sim f(\Gamma)$ and BCC $\vdash \sim f(\Pi) \Rightarrow \sim f(\Sigma), \sim f(\beta)$. Then, we obtain the required fact:

$$
\frac{\sim f(\Pi) \Rightarrow \sim f(\Sigma), \sim f(\beta) \sim f(\alpha), \sim f(\dot{\Delta}) \Rightarrow \sim f(\Gamma)}{\sim(\sim f(\beta) \rightarrow f(\alpha)), \sim f(\Pi), \sim f(\Delta) \Rightarrow \sim f(\Sigma), \sim f(\Gamma)}(\sim \rightarrow \text { left })
$$

where $\sim(\sim f(\beta) \rightarrow f(\alpha))$ coincides with $\sim f(\alpha \leftarrow \beta)$ by the definition of $f$.
5. The case ( $\sim \wedge$ left $)$ : The last inference of $P$ is of the form:

$$
\frac{\sim \alpha, \Gamma \Rightarrow \Delta \sim \beta, \Gamma \Rightarrow \Delta}{\sim(\alpha \wedge \beta), \Gamma \Rightarrow \Delta}(\sim \wedge \mathrm{left}) .
$$

By induction hypothesis, we have $\mathrm{BCC} \vdash \sim f(\Delta) \Rightarrow \sim f(\Gamma), \sim f(\sim \alpha)$ and $\mathrm{BCC} \vdash \sim f(\Delta) \Rightarrow \sim f(\Gamma), \sim f(\sim \beta)$. Then, we obtain the required fact:

$$
\frac{\vdots}{\sim f(\Delta) \Rightarrow \sim f(\Gamma), \sim f(\sim \alpha)} \sim \sim \begin{gathered}
\vdots \\
\sim f(\Delta) \Rightarrow \sim f(\Gamma), \sim(f(\sim \alpha) \vee f(\sim \beta))
\end{gathered}
$$

where $\sim(f(\sim \alpha) \vee f(\sim \beta))$ coincides with $\sim f(\sim(\alpha \wedge \beta))$ by the definition of $f$.
6. The case $(\sim$ left $)$ : The last inference of $P$ is of the form:

$$
\frac{\alpha, \Gamma \Rightarrow \Delta}{\sim \sim \alpha, \Gamma \Rightarrow \Delta}(\sim \mathrm{left})
$$

By induction hypothesis, we have $\mathrm{BCC} \vdash \sim f(\Delta) \Rightarrow \sim f(\Gamma), \sim f(\alpha)$ where $\sim f(\alpha)$ coincides with $\sim f(\sim \sim \alpha)$ by the definition of $f$.
7. The case $(\sim \rightarrow$ left $)$ : The last inference of $P$ is of the form:

$$
\frac{\Gamma \Rightarrow \Delta, \alpha \quad \sim \beta, \Sigma \Rightarrow \Pi}{\sim(\alpha \rightarrow \beta), \Gamma, \Sigma \Rightarrow \Delta, \Pi}(\sim \rightarrow \mathrm{left})
$$

By induction hypothesis, $\mathrm{BCC} \vdash \sim f(\Pi) \Rightarrow \sim f(\Sigma), \sim f(\sim \beta)$ and BCC $\vdash \sim f(\alpha), \sim f(\Delta) \Rightarrow \sim f(\Gamma)$. Then, we obtain the required fact:

$$
\frac{\vdots}{\sim f(\Pi) \Rightarrow \sim f(\Sigma), \sim f(\sim \beta)} \sim \sim f(\alpha), \sim f(\Delta) \Rightarrow \sim f(\Gamma), ~(\sim \leftarrow \text { right })
$$

where $\sim(f(\sim \beta) \leftarrow \sim f(\sim \alpha))$ coincides with $\sim f(\sim(\alpha \rightarrow \beta))$ by the definition of $f$.

Remark 3.7. We make the following remarks on Theorem 3.6.

1. If the converses of Theorem 3.6 hold or not is left as an open problem.
2. To explain about this fact, we consider to show the converse of (1) in Theorem 3.6 by induction on the proofs $Q$ of $\sim f(\Delta) \Rightarrow \sim f(\Gamma)$ in BCC. We distinguish the cases according to the last inference of $Q$. Then, the following cases cannot be shown (i.e., the induction hypothesis cannot be used).
(a) The case ( $\sim$ right $)$ : The last inference of $Q$ is ( $\sim$ right):

$$
\frac{\sim f(\Delta) \Rightarrow \sim f(\Gamma), p}{\sim f(\Delta) \Rightarrow \sim f(\Gamma), \sim f(\sim p)}(\sim \text { right }) .
$$

where $p$ is a propositional variable.
(b) The case (cut): The last inference of $Q$ is (cut):

$$
\frac{\sim f(\Delta) \Rightarrow \sim f(\Gamma), \alpha \quad \alpha, \sim f(\Pi) \Rightarrow \sim f(\Sigma)}{\sim f(\Delta), \sim f(\Pi) \Rightarrow \sim f(\Gamma), \sim f(\Sigma)}
$$

where $\alpha$ is not a $\sim$-formula.
3. A counterexample of the converses of Theorem 3.6 has not yet been found.

## 4. Completeness

First, we introduce a dual valuation semantics for BCC.
Definition 4.1 (Semantics for BCC). Double valuations $v^{+}$and $v^{-}$are mappings from $\Phi$ to the set $\{t, f\}$ of truth values. The valuations $v^{+}$and $v^{-}$are extended to mappings from the set of all formulas to $\{t, f\}$ by:

1. $v^{+}(\alpha \wedge \beta)=t$ iff $v^{+}(\alpha)=t$ and $v^{+}(\beta)=t$,
2. $v^{+}(\alpha \vee \beta)=t$ iff $v^{+}(\alpha)=t$ or $v^{+}(\beta)=t$,
3. $v^{+}(\alpha \rightarrow \beta)=t$ iff $v^{+}(\alpha)=f$ or $v^{+}(\beta)=t$,
4. $v^{+}(\alpha \leftarrow \beta)=t$ iff $v^{+}(\alpha)=t$ and $v^{+}(\beta)=f$,
5. $v^{+}(\sim \alpha)=t$ iff $v^{-}(\alpha)=t$,
6. $v^{-}(\alpha \wedge \beta)=t$ iff $v^{-}(\alpha)=t$ or $v^{-}(\beta)=t$,
7. $v^{-}(\alpha \vee \beta)=t$ iff $v^{-}(\alpha)=t$ and $v^{-}(\beta)=t$,
8. $v^{-}(\alpha \rightarrow \beta)=t$ iff $v^{+}(\alpha)=f$ or $v^{-}(\beta)=t$,
9. $v^{-}(\alpha \leftarrow \beta)=t$ iff $v^{-}(\alpha)=t$ and $v^{+}(\beta)=f$,
10. $v^{-}(\sim \alpha)=t$ iff $v^{+}(\alpha)=t$.

A formula $\alpha$ is called $B C C$-valid if $v^{+}(\alpha)=t$ holds for any double valuations $v^{+}$and $v^{-}$.

Remark 4.2. The semantics which is defined in Definition 4.1 is regarded as a four-valued semantics, since the following four cases can be considered for the double valuations $v^{+}$and $v^{-}$: For any formula $\alpha$,

1. $v^{+}(\alpha)=t$ and $v^{-}(\alpha)=t$,
2. $v^{+}(\alpha)=t$ and $v^{-}(\alpha)=f$,
3. $v^{+}(\alpha)=f$ and $v^{-}(\alpha)=t$,
4. $v^{+}(\alpha)=f$ and $v^{-}(\alpha)=f$.

In order to show a theorem for semantically embedding BCC into BC , we present the standard semantics for BC.
Definition 4.3 (Semantics for BC ). A valuation $v$ is a mapping from $\Phi \cup \Phi^{\prime}$ to the set $\{t, f\}$ of truth values. The valuation $v$ is extended to the mapping from the set of all formulas to $\{t, f\}$ by:

1. $v(\alpha \wedge \beta)=t$ iff $v(\alpha)=t$ and $v(\beta)=t$,
2. $v(\alpha \vee \beta)=t$ iff $v(\alpha)=t$ or $v(\beta)=t$,
3. $v(\alpha \rightarrow \beta)=t$ iff $v(\alpha)=f$ or $v(\beta)=t$,
4. $v(\alpha \leftarrow \beta)=t$ iff $v(\alpha)=t$ and $v(\beta)=f$.

A formula $\alpha$ is called $B C$-valid if $v(\alpha)=t$ holds for any valuations $v$.

Remark 4.4. The following completeness theorem for BC (i.e., essentially the completeness theorem for classical logic) holds: For any formula $\alpha$ in $\mathcal{L}_{\mathrm{BC}}: \mathrm{BC} \vdash \Rightarrow \alpha$ iff $\alpha$ is BC -valid.

Lemma 4.5. Let $f$ be the mapping defined in Definition 2.5. For any double valuations $v^{+}$and $v^{-}$, we can construct a valuation $v$ such that for any formula $\alpha$ in $\mathcal{L}_{\mathrm{BCC}}$,

1. $v^{+}(\alpha)=t$ iff $v(f(\alpha))=t$,
2. $v^{-}(\alpha)=t$ iff $v(f(\sim \alpha))=t$.

Proof. We define a valuation $v$ by: $v(p):=v^{+}(p)$ if $p \in \Phi ; v\left(p^{\prime}\right):=$ $v^{-}(p)$ if $p^{\prime} \in \Phi^{\prime}$. This lemma is then proved by (simultaneous) induction on $\alpha$.

Base step: The case $\alpha \equiv p$, where $p \in \Phi$. For $1: v^{+}(p)=t$ iff $v(p)=t$ (by the assumption) iff $v(f(p))=t$ (by the definition of $f$ ). For 2: $v^{-}(p)=t$ iff $v\left(p^{\prime}\right)=t$ (by the assumption) iff $v(f(\sim p))=t$ (by the definition of $f$ ).

Induction step: The case $\alpha \equiv \beta \wedge \gamma$ : For 1: $v^{+}(\beta \wedge \gamma)=t$ iff $v^{+}(\beta)=t$ and $v^{+}(\gamma)=t$ iff $v(f(\beta))=t$ and $v(f(\gamma))=t$ (by induction hypothesis) iff $v(f(\beta) \wedge f(\gamma))=t$ iff $v(f(\beta \wedge \gamma)))=t$ (by the definition of $f$ ). For 2: $v^{-}(\beta \wedge \gamma)=t$ iff $v^{-}(\beta)=t$ or $v^{-}(\gamma)=t$ iff $v(f(\sim \beta))=t$ or $v(f(\sim \gamma))=t$ (by induction hypothesis) iff $v(f(\sim \beta) \vee f(\sim \gamma))=t$ iff $v(f(\sim(\beta \wedge \gamma)))=t$ (by the definition of $f$ ).

The case $\alpha \equiv \beta \vee \gamma$ : Similar to Case $\alpha \equiv \beta \wedge \gamma$.
The case $\alpha \equiv \beta \rightarrow \gamma$ : For 1: $v^{+}(\beta \rightarrow \gamma)=t$ iff $v^{+}(\beta)=f$ or $v^{n}(\gamma)=t$ iff $v(f(\beta))=f$ or $v(f(\gamma))=t$ (by induction hypothesis) iff $v(f(\beta) \rightarrow f(\gamma))=t$ iff $v(f(\beta \rightarrow \gamma))=t$ (by the definition of $f$ ). For 2: $v^{-}(\beta \rightarrow \gamma)=t$ iff $v^{+}(\beta)=f$ or $v^{-}(\gamma)=t$ iff $v(f(\beta))=f$ or $v(f(\sim \gamma))=t$ (by induction hypothesis) iff $v(f(\beta) \rightarrow f(\sim \gamma))=t$ iff $v(f(\sim(\beta \rightarrow \gamma)))=t$ (by the definition of $f)$.

The case $\alpha \equiv \beta \leftarrow \gamma$ : For $1, v^{+}(\beta \leftarrow \gamma)=t$ iff $v^{+}(\beta)=t$ and $v^{+}(\gamma)=f$ iff $v(f(\beta))=t$ and $v(f(\gamma))=f$ (by induction hypothesis) iff $v(f(\beta) \leftarrow f(\gamma))=t$ iff $v(f(\beta \leftarrow \gamma))=t$ (by the definition of $f$ ). For $2, v^{-}(\beta \leftarrow \gamma)=t$ iff $v^{-}(\beta)=t$ and $v^{+}(\gamma)=f$ iff $v(f(\sim \beta))=t$ and $v(f(\gamma))=f$ (by induction hypothesis) iff $v(f(\sim \beta) \leftarrow f(\gamma))=t$ iff $v(f(\sim(\beta \leftarrow \gamma)))=t$ (by the definition of $f$ ).

The case $\alpha \equiv \sim \beta$ : For $1, v^{+}(\sim \beta)=t$ iff $v^{-}(\beta)=t$ iff $v(f(\sim \beta))=t$ (by induction hypothesis). For $2, v^{-}(\sim \beta)=t$ iff $v^{+}(\beta)=t$ iff $v(f(\beta))=t$ (by induction hypothesis) iff $v(f(\sim \sim \beta))=t$ (by the definition of $f$ ).

Similar to Lemma 4.5 we obtain:
Lemma 4.6. Let $f$ be the mapping defined in Definition 2.5. For any valuations $v$, we can construct double valuations $v^{+}$and $v^{-}$such that for any formula $\alpha$ in $\mathcal{L}_{\mathrm{BCC}}$,

1. $v^{+}(\alpha)=t$ iff $v(f(\alpha))=t$,
2. $v^{-}(\alpha)=t$ iff $v(f(\sim \alpha))=t$.

By Lemmas 4.5 and 4.6 we obtain:
Theorem 4.7 (Semantical embedding from BCC into BC). Let $f$ be the mapping defined in Definition 2.5. For any formula $\alpha$ in $\mathcal{L}_{\text {BCC }}$,

$$
\alpha \text { is } B C C \text {-valid iff } f(\alpha) \text { is } B C \text {-valid. }
$$

Theorem 4.8 (Completeness for BCC). For any formula $\alpha$ in $\mathcal{L}_{\mathrm{BCC}}$,

$$
\mathrm{BCC} \vdash \Rightarrow \alpha \text { iff } \alpha \text { is } B C C \text {-valid. }
$$

Proof. We have: BCC $\vdash \Rightarrow \alpha$ iff $\mathrm{BC} \vdash \Rightarrow f(\alpha)$ (by Theorem 2.7) iff $f(\alpha)$ is BC -valid (by the completeness theorem for BC ) iff $\alpha$ is BCC -valid (by Theorem 4.7).

## 5. Modal extension

Formulas of modal bi-classical connexive logic are constructed from countably many propositional variables, $\wedge, \vee, \rightarrow, \leftarrow, \sim, \square$ (necessity) and $\diamond$ (possibility). An expression $\sharp \Gamma(\sharp \in\{\square, \diamond\})$ is used to represent the set $\{\sharp \gamma \mid \gamma \in \Gamma\}$.

Prior to define Gentzen-type sequent calculi MBCC and MBC, we define the languages of them.

Definition 5.1. We fix a set $\Phi$ of propositional variables and define the set $\Phi^{\prime}:=\left\{p^{\prime} \mid p \in \Phi\right\}$ of propositional variables. The language $\mathcal{L}_{\mathrm{MBCC}}$ of MBCC is obtained from $\Phi$ by $\wedge, \vee, \rightarrow, \leftarrow, \square, \diamond$ and $\sim$. The language $\mathcal{L}_{\text {MBC }}$ of MBC is obtained from $\Phi$ and $\Phi^{\prime}$ by $\wedge, \vee, \rightarrow, \leftarrow, \square$ and $\diamond$.

A Gentzen-type sequent calculus MBCC for the modal bi-classical connexive logic is introduced below.

Definition 5.2 (MBCC). MBCC is defined based on $\mathcal{L}_{\mathrm{MBCC}}$. MBCC is obtained from BCC by adding the logical inference rules of the form:

$$
\begin{gathered}
\frac{\alpha, \Gamma \Rightarrow \Delta}{\square \alpha, \Gamma \Rightarrow \Delta}(\square \mathrm{left}) \quad \frac{\square \Gamma, \sim \diamond \Sigma \Rightarrow \alpha}{\square \Gamma, \sim \diamond \Sigma \Rightarrow \square \alpha}\left(\square \text { right }^{*}\right) \\
\frac{\alpha \Rightarrow \diamond \Gamma, \sim \square \Sigma}{\diamond \alpha \Rightarrow \diamond \Gamma, \sim \square \Sigma}\left(\diamond \text { left }^{*}\right) \quad \frac{\Gamma \Rightarrow \Delta, \alpha}{\Gamma \Rightarrow \Delta, \diamond \alpha}(\diamond \text { right }) \\
\frac{\sim \alpha \Rightarrow \diamond \Gamma, \sim \square \Sigma}{\sim \square \alpha \Rightarrow \diamond \Gamma, \sim \square \Sigma}(\sim \square \text { left }) \quad \frac{\Gamma \Rightarrow \Delta, \sim \alpha}{\Gamma \Rightarrow \Delta, \sim \square \alpha}(\sim \square \text { right }) \\
\frac{\sim \alpha, \Gamma \Rightarrow \Delta}{\sim \diamond \alpha, \Gamma \Rightarrow \Delta}(\sim \diamond \text { left }) \quad \frac{\square \Gamma, \sim \diamond \Sigma \Rightarrow \sim \alpha}{\square \Gamma, \sim \diamond \Sigma \Rightarrow \sim \diamond \alpha}(\sim \diamond \text { right })
\end{gathered}
$$

A Gentzen-type sequent calculus MBC for the modal bi-classical logic is defined below.

Definition 5.3 (MBC). MBC is defined based on $\mathcal{L}_{\mathrm{MBC}}$. MBC is obtained from BC by adding ( $\square$ left), ( $\diamond$ right), and the logical inference rules of the form:

$$
\frac{\square \Gamma \Rightarrow \alpha}{\square \Gamma \Rightarrow \square \alpha}(\square \text { right }) \quad \frac{\alpha \Rightarrow \diamond \Gamma}{\diamond \alpha \Rightarrow \diamond \Gamma}(\diamond \text { left })
$$

Remark 5.4. We make the the following remarks on MBC and MBCC.

1. Let $L$ be MBC or MBCC. Sequents of the form $\alpha \Rightarrow \alpha$ for any formula $\alpha$ are provable in $L$. This fact can be shown by induction on $\alpha$.
2. $(\sim \square$ left $),(\sim \square$ right $),(\sim \diamond$ left $)$ and $(\sim \diamond$ right $)$ correspond to the following axiom schemes:
(a) $\sim \square \alpha \leftrightarrow \diamond \sim \alpha$,
(b) $\sim \diamond \alpha \leftrightarrow \square \sim \alpha$.
3. MBC is regarded as a Gentzen-type sequent calculus for the extended positive fragment of the modal logic S 4 with co-implication.
4. Several modifications of MBC and MBCC without co-implication, called S4 and CS4, were studied in [11].
5. MBC is logically equivalent to S 4 when the language includes the classical negation connective. The cut-elimination theorem for MBC holds, and MBC is decidable. These facts can be obtained in a similar manner as shown in Remark 2.4. For more information on Gentzen-type sequent calculi for S 4 , see, e.g., [28].

Definition 5.5. A mapping $f$ from $\mathcal{L}_{\mathrm{MBCC}}$ to $\mathcal{L}_{\mathrm{MBC}}$ is defined inductively by the same conditions as in Definition 2.5 and the following new conditions:

1. $f(\square \alpha):=\square f(\alpha)$,
2. $f(\diamond \alpha):=\diamond f(\alpha)$,
3. $f(\sim \square \alpha):=\diamond f(\sim \alpha)$,
4. $f(\sim \diamond \alpha):=\square f(\sim \alpha)$.

Theorem 5.6 (Syntactical embedding from MBCC into MBC). Let $\Gamma$, $\Delta$ be sets of formulas in $\mathcal{L}_{\mathrm{MBCC}}$, and $f$ be the mapping defined in Definition 5.5. Then:

1. $\operatorname{MBCC} \vdash \Gamma \Rightarrow \Delta$ iff $\operatorname{MBC} \vdash f(\Gamma) \Rightarrow f(\Delta)$.
2. $\mathrm{MBCC}-$ (cut) $\vdash \Gamma \Rightarrow \Delta$ iff $\mathrm{MBC}-($ cut $) \vdash f(\Gamma) \Rightarrow f(\Delta)$.

Proof. We show only 1.
$" \Rightarrow$ " By induction on the proofs $P$ of $\Gamma \Rightarrow \Delta$ in MBCC. We distinguish the cases according to the last inference of $P$, and show some cases for the modal extension. The cases for the non-modal parts including (cut) are the same as those of BCC.

1. The case ( $\sim \diamond$ right ${ }^{*}$ ): The last inference of $P$ is of the form:

$$
\frac{\square \Gamma, \sim \diamond \Sigma \Rightarrow \sim \alpha}{\square \Gamma, \sim \diamond \Sigma \Rightarrow \sim \diamond \alpha}\left(\sim \diamond \text { right }^{*}\right)
$$

By induction hypothesis: MBC $\vdash f(\square \Gamma), f(\sim \diamond \Sigma) \Rightarrow f(\sim \alpha)$, where $f(\square \Gamma)$ and $f(\sim \diamond \Sigma)$ respectively coincide with $\square f(\Gamma)$ and $\square f(\sim \Sigma)$ by the definition of $f$. Then, we obtain:

$$
\frac{\square f(\Gamma), \square f(\sim \Sigma) \Rightarrow f(\sim \alpha)}{\square f(\Gamma), \square f(\sim \Sigma) \Rightarrow \square f(\sim \alpha)} \text { ( } \square \text { right) }
$$

where $\square f(\sim \alpha)$ coincides with $f(\sim \diamond \alpha)$ by the definition of $f$. Therefore we have the required fact: MBC $\vdash f(\square \Gamma), f(\sim \diamond \Sigma) \Rightarrow f(\sim \diamond \alpha)$.
2. The case $\left(\sim \square\right.$ left $\left.^{*}\right)$ : The last inference of $P$ is of the form:

$$
\frac{\sim \alpha \Rightarrow \diamond \Gamma, \sim \square \Sigma}{\sim \square \alpha \Rightarrow \diamond \Gamma, \sim \square \Sigma}\left(\sim \square \mathrm{left}^{*}\right)
$$

By induction hypothesis: $\mathrm{MBC} \vdash f(\sim \alpha) \Rightarrow f(\diamond \Gamma), f(\sim \square \Sigma)$, where $f(\diamond \Gamma)$ and $f(\sim \square \Sigma)$ respectively coincide with $\diamond f(\Gamma)$ and $\diamond f(\sim \Sigma)$ by the definition of $f$. Then, we obtain:

$$
\frac{\vdots(\sim \alpha) \Rightarrow \diamond \dot{f}(\Gamma), \diamond f(\sim \Sigma)}{\diamond f(\sim \alpha) \Rightarrow \diamond f(\Gamma), \diamond f(\sim \Sigma)}(\diamond \text { left })
$$

where $\diamond f(\sim \alpha)$ coincides with $f(\sim \square \alpha)$ by the definition of $f$. Therefore we have the required fact: MBC $\vdash f(\sim \square \alpha) \Rightarrow f(\diamond \Gamma), f(\sim \square \alpha)$.
" $\Leftarrow$ " By induction on the proofs $Q$ of $f(\Gamma) \Rightarrow f(\Delta)$ in MBC. We distinguish the cases according to the last inference of $Q$, and show some cases for the modal extension. The cases for the non-modal parts including (cut) are the same as those of BCC. Similar to the proof of Theorem 2.7, we omit the cases according to the condition $f(\sim \sim \alpha):=$ $f(\alpha)$.

The Case ( $\square$ right): The last inference of $Q$ is ( $\square$ right).

1. The last inference of $P$ is of the form:

$$
\frac{f(\square \Gamma), f(\sim \diamond \Sigma) \Rightarrow f(\sim \alpha)}{f(\square \Gamma), f(\sim \diamond \Sigma) \Rightarrow f(\sim \diamond \alpha)} \text { ( right) }
$$

where $f(\square \Gamma), f(\sim \diamond \Sigma)$ and $f(\sim \diamond \alpha)$ respectively coincide with $\square f(\Gamma)$, $\square f(\sim \Sigma)$ and $\square f(\sim \alpha)$ by the definition of $f$. By induction hypothesis, we have: $\mathrm{MBCC} \vdash \square \Gamma, \sim \diamond \Sigma \Rightarrow \sim \alpha$. Hence, we obtain the required fact:

$$
\frac{\square \Gamma, \sim \diamond \Sigma \Rightarrow \sim \alpha}{\square \Gamma, \sim \diamond \Sigma \Rightarrow \sim \diamond \alpha}\left(\sim \diamond \text { right }{ }^{*}\right)
$$

2. The last inference of $P$ is of the form:

$$
\frac{f(\square \Gamma), f(\sim \diamond \Sigma) \Rightarrow f(\alpha)}{f(\square \Gamma), f(\sim \diamond \Sigma) \Rightarrow f(\square \alpha)} \text { (■right) }
$$

where $f(\square \Gamma), f(\sim \diamond \Sigma)$ and $f(\square \alpha)$ respectively coincide with $\square f(\Gamma)$, $\square f(\sim \Sigma)$ and $\square f(\alpha)$ by the definition of $f$. This case can be shown in a similar way as in 1 .

We can obtain the following theorems for MBCC in a similar way as for BCC.

TheOrem 5.7. 1. The rule (cut) is admissible in cut-free MBCC.
2. MBCC is decidable.
3. MBCC is paraconsistent with respect to $\sim$.

The duality and quasi-symmetry properties can also be shown for MBCC.

Definition 5.8. A mapping $f$ from $\mathcal{L}_{\mathrm{MBCC}}$ to $\mathcal{L}_{\mathrm{MBCC}}$ is defined inductively by the same conditions as in Definition 3.1 and the following new conditions:

1. $f(\square \alpha):=\diamond f(\alpha)$,
2. $f(\diamond \alpha):=\square f(\alpha)$.

Proposition 5.9. Let $f$ be the mapping defined in Definition 5.8. Then, we have: $f f(\alpha)=\alpha$ for any formula $\alpha$ in $\mathcal{L}_{\mathrm{MBCC}}$.

ThEOREM 5.10 (Duality for MBCC). Let $\Gamma, \Delta$ be (possibly empty) sets of formulas in $\mathcal{L}_{\mathrm{MBCC}}$, and $f$ be the mapping defined in Definition 5.8.

1. MBCC $\vdash \Gamma \Rightarrow \Delta$ iff $\operatorname{MBCC} \vdash f(\Delta) \Rightarrow f(\Gamma)$.
2. $\mathrm{MBCC}-($ cut $) \vdash \Gamma \Rightarrow \Delta$ iff $\mathrm{MBCC}-($ cut $) \vdash f(\Delta) \Rightarrow f(\Gamma)$.

Definition 5.11. A mapping $f$ from $\mathcal{L}_{\mathrm{MBCC}}$ to $\mathcal{L}_{\mathrm{MBCC}}$ is defined inductively by the same conditions as in Definition 3.5 and the following new conditions:

1. $f(\square \alpha):=\square f(\alpha)$,
2. $f(\diamond \alpha):=\diamond f(\alpha)$,
3. $f(\sim \square \alpha):=\diamond f(\sim \beta)$,
4. $f(\sim \diamond \alpha):=\square f(\sim \beta)$.

ThEOREM 5.12 (Quasi-symmetry for MBCC). Let $\Gamma$ and $\Delta$ be (possibly empty) sets of formulas in $\mathcal{L}_{\mathrm{MBCC}}$, and $f$ be the mapping defined in Definition 5.11.

1. If $\mathrm{MBCC} \vdash \Gamma \Rightarrow \Delta$, then $\mathrm{MBCC} \vdash \sim f(\Delta) \Rightarrow \sim f(\Gamma)$.
2. If $\mathrm{MBCC}-$ (cut) $\vdash \Gamma \Rightarrow \Delta$, then $\mathrm{MBCC}-($ cut $) \vdash \sim f(\Delta) \Rightarrow \sim f(\Gamma)$.

Next, we introduce the Kripke semantics for MBCC and MBC, and prove the Kripke completeness theorem for MBCC.

Definition 5.13. A structure $\langle M, R\rangle$ is called a Kripke frame if $M$ is a non-empty set and $R$ is a transitive and reflexive binary relation on $M$.

Definition 5.14. Double valuations $\models^{+}$and $\models^{-}$on a Kripke frame $\langle M, R\rangle$ are mappings from $\Phi$ to the power set $2^{M}$ of $M$. We will write $x \models^{\star} p$ for $x \in \models^{\star}(p)$ with $\star \in\{+,-\}$. These double valuations $\models^{+}$ and $\models^{-}$are extended to mappings from the set of all formulas to $2^{M}$ by:

1. $x \models^{+} \alpha \wedge \beta$ iff $x \models^{+} \alpha$ and $x \models^{+} \beta$,
2. $x \models^{+} \alpha \vee \beta$ iff $x \models^{+} \alpha$ or $x \models^{+} \beta$,
3. $x \models^{+} \alpha \rightarrow \beta$ iff $x \models^{+} \alpha$ implies $x \models^{+} \beta$,
4. $x \models^{+} \alpha \leftarrow \beta$ iff $x \models^{+} \alpha$ and $x \not \vDash^{+} \beta$,
5. $x \models^{+} \square \alpha$ iff $\forall y \in M\left[x R y\right.$ implies $\left.y \models^{+} \alpha\right]$,
6. $x \models^{+} \diamond \alpha$ iff $\exists y \in M\left[x R y\right.$ and $\left.y \models^{+} \alpha\right]$,
7. $x \models^{+} \sim \alpha$ iff $x \models^{-} \alpha$,
8. $x \models^{-} \alpha \wedge \beta$ iff $x \models^{-} \alpha$ or $x \models^{-} \beta$,
9. $x \models^{-} \alpha \vee \beta$ iff $x \models^{-} \alpha$ and $x \models^{-} \beta$,
10. $x \models^{-} \alpha \rightarrow \beta$ iff $x \models^{+} \alpha$ implies $x \models^{-} \beta$,
11. $x \models^{-} \alpha \leftarrow \beta$ iff $x \models^{-} \alpha$ and $x \nvdash^{+} \beta$,
12. $x \models^{-} \square \alpha$ iff $\exists y \in M\left[x R y\right.$ and $\left.y \models^{-} \alpha\right]$,
13. $x \models^{-} \diamond \alpha$ iff $\forall y \in M\left[x R y\right.$ implies $\left.y \models^{-} \alpha\right]$,
14. $x \models^{-} \sim \alpha$ iff $x \models^{+} \alpha$.

Definition 5.15. A MBCC-Kripke model is a structure $\left\langle M, R, \models^{+}, \models^{-}\right\rangle$ such that $\langle M, R\rangle$ is a Kripke frame and $\models^{+}$and $\models^{-}$are double valuations on $\langle M, R\rangle$. A formula $\alpha$ is true in a $M B C C$-Kripke model $\left\langle M, R, \models^{+}\right.$ ,$\left.\models^{-}\right\rangle$iff $x \models^{+} \alpha$ for any $x \in M$, and is MBCC-valid in a Kripke frame $\langle M, R\rangle$ iff it is true for every double valuations $\models^{+}$and $\models^{-}$on the Kripke frame.

Definition 5.16. A valuation $\models$ on a Kripke frame $\langle M, R\rangle$ is a mapping from $\Phi \cup \Phi^{\prime}$ to the power set $2^{M}$ of $M$. We will write $x \models p$ for $x \in$ $\vDash(p)$. The valuation $\vDash$ is extended to a mapping from the set of all formulas to $2^{M}$ by:

1. $x \models \alpha \wedge \beta$ iff $x \models \alpha$ and $x \models \beta$,
2. $x \models \alpha \vee \beta$ iff $x \models \alpha$ or $x \models \beta$,
3. $x \models \alpha \rightarrow \beta$ iff $x \models \alpha$ implies $x \models \beta$,
4. $x \models \alpha \leftarrow \beta$ iff $x \models \alpha$ and $x \not \models \beta$,
5. $x \models \square \alpha$ iff $\forall y \in M[x R y$ implies $y \models \alpha]$,
6. $x \models \diamond \alpha$ iff $\exists y \in M[x R y$ and $y \models \alpha]$.

Definition 5.17. A MBC-Kripke model is a structure $\langle M, R, \models\rangle$ such that $\langle M, R\rangle$ is a Kripke frame and $\models$ is a valuation on $\langle M, R\rangle$. A formula $\alpha$ is true in a $M B C$-Kripke model $\langle M, R, \models\rangle$ iff $x \models \alpha$ for any $x \in M$, and
is $M B C$-valid in a Kripke frame $\langle M, R\rangle$ iff it is true for every valuation $\vDash$ on the Kripke frame.

Remark 5.18. The following completeness theorem w.r.t. MBC-Kripke models holds: For any formula $\alpha$ in $\mathcal{L}_{\mathrm{MBC}}$,

$$
\mathrm{MBC} \vdash \Rightarrow \alpha \text { iff } \alpha \text { is MBC-valid. }
$$

Lemma 5.19. Let $f$ be the mapping defined in Definition 5.5. For any MBCC-Kripke model $\left\langle M, R, \models^{+}, \models^{-}\right\rangle$, we can construct a MBC-Kripke model $\langle M, R, \models\rangle$ such that for any formula $\alpha$ in $\mathcal{L}_{\mathrm{MBCC}}$ and any $x \in M$,

1. $x \models^{+} \alpha$ iff $x \models f(\alpha)$,
2. $x \models-\alpha$ iff $x \models f(\sim \alpha)$.

Proof. Suppose that $\left\langle M, R, \models^{+}, \models^{-}\right\rangle$is a MBCC-Kripke model where $\models^{+}$and $\models^{-}$are mappings from $\Phi$ to $2^{M}$. Suppose that $\langle M, R, \models\rangle$ is a MBC-Kripke model where $\models$ is a mapping from $\Phi \cup \Phi^{\prime}$ to $2^{M}$. Suppose moreover that these models satisfy the following conditions: for any $x \in M$ and any $p \in \Phi$,

1. $x \models{ }^{+} p$ iff $x \models p$,
2. $x \models{ }^{-} p$ iff $x \models p^{\prime}$.

Then, the claim of the lemma is proved by (simultaneous) induction on the complexity of $\alpha$.

Base step: The case $\alpha \equiv p$, where $p \in \Phi$ : For 1: $x \models^{+} p$ iff $x \models p$ iff $x \models f(p)$ (by the definition of $f$ ). For 2: $x \models^{-} p$ iff $x \models p^{\prime}$ iff $x \models f(\sim p)$ (by the definition of $f$ ).

Induction step: We show some cases.
The case $\alpha \equiv \sim \beta$ : For 1: $x \models^{+} \sim \beta$ iff $x \models^{-} \beta$ iff $x \models f(\sim \beta)$ (by induction hypothesis for 2). For 2: $x \models^{-} \sim \beta$ iff $x \models^{+} \beta$ iff $x \models f(\beta)$ (by induction hypothesis for 1) iff $x \vDash f(\sim \sim \beta$ ) (by the definition of $f$ ).

The case $\alpha \equiv \beta \wedge \gamma$ : For 1, we obtain: $x \models^{+} \beta \wedge \gamma$ iff $x \models^{+} \beta$ and $x \models^{+} \gamma$ iff $x \models f(\beta)$ and $x \models f(\gamma)$ (by induction hypothesis for 1) iff $x \models f(\beta) \wedge f(\gamma)$ iff $x \models f(\beta \wedge \gamma$ ) (by the definition of $f$ ). For 2 : $x \models^{-} \beta \wedge \gamma$ iff $x \models^{-} \beta$ or $x \models^{-} \gamma$ iff $x \models f(\sim \beta)$ or $x \models f(\sim \gamma)$ (by induction hypothesis for 2) iff $x \models f(\sim \beta) \vee f(\sim \gamma)$ iff $x \models f(\sim(\beta \wedge \gamma))$ (by the definition of $f$ ).

The case $\alpha \equiv \beta \rightarrow \gamma$ : For 1: $x \models^{+} \beta \rightarrow \gamma$ iff $x \models^{+} \beta$ implies $x \models^{+} \gamma$ iff $x \models f(\beta)$ implies $x \models f(\gamma)$ (by induction hypothesis for 1) iff $x \models f(\beta) \rightarrow f(\gamma)$ iff $x \models f(\beta \rightarrow \gamma$ ) (by the definition of $f$ ).

For 2: $x \models^{-} \beta \rightarrow \gamma$ iff $x \models^{+} \beta$ implies $x \models^{-} \gamma$ iff $x \models f(\beta)$ implies $x \models f(\sim \gamma)$ (by induction hypotheses for 1 and 2) iff $x \models f(\beta) \rightarrow f(\sim \gamma)$ iff $x \models f(\sim(\beta \rightarrow \gamma)$ ) (by the definition of $f$ ).

The case $\alpha \equiv \beta \leftarrow \gamma$ : For 1: $x \models^{+} \beta \leftarrow \gamma$ iff $x \models^{+} \beta$ and $x \not \vDash^{+} \gamma$ iff $x \models f(\beta)$ and $x \not \models f(\gamma)$ (by induction hypothesis for 1 ) iff $x \models f(\beta) \leftarrow$ $f(\gamma)$ iff $x \models f(\beta \leftarrow \gamma)$ (by the definition of $f$ ). For $2: x \models^{-} \beta \rightarrow \gamma$ iff $x \models^{-} \beta$ and $x \not \vDash^{+} \gamma$ iff $x \models f(\sim \beta)$ and $x \not \vDash f(\gamma)$ (by induction hypotheses for 1 and 2) iff $x \models f(\sim \beta) \leftarrow f(\gamma)$ iff $x \models f(\sim(\beta \leftarrow \gamma)$ ) (by the definition of $f$ ).

The case $\alpha \equiv \square \beta$ : For 1: $x \models^{+} \square \beta$ iff $\forall y \in M\left[x R y\right.$ implies $\left.y \models^{+} \beta\right]$ iff $\forall y \in M[x R y$ implies $y \models f(\beta)]$ (by induction hypothesis for 1 ) iff $x \models \square f(\beta)$ iff $x \models f(\square \beta)$ (by the definition of $f$ ). For 2: $x \models^{-} \square \beta$ iff $\exists y \in M\left[x R y\right.$ and $\left.y \models^{-} \beta\right]$ iff $\exists y \in M[x R y$ and $y \vDash f(\sim \beta)]$ (by induction hypothesis for 2 ) iff $x \models \diamond f(\sim \beta)$ iff $x \models f(\sim \square \beta)$ (by the definition of $f$ ).

Similar to Lemma 5.19 we obtain:
Lemma 5.20. Let $f$ be the mapping defined in Definition 5.5. For any MBC-Kripke model $\langle M, R, \models\rangle$, we can construct a MBCC-Kripke model $\left\langle M, R, \models^{+}, \models^{-}\right\rangle$such that for any formula $\alpha$ in $\mathcal{L}_{\mathrm{MBCC}}$ and any $x \in M$, 1. $x \models f(\alpha)$ iff $x \models^{+} \alpha$,
2. $x \models f(\sim \alpha)$ iff $x \models^{-} \alpha$.

By lemmas 5.19 and 5.20 we obtain:
Theorem 5.21 (Semantical embedding from MBCC into BCC). Let $f$ be the mapping defined in Definition 5.5. For any formula $\alpha$ in $\mathcal{L}_{\mathrm{MBCC}}$,

$$
\alpha \text { is MBCC-valid iff } f(\alpha) \text { is MBC-valid. }
$$

By using Theorems 5.6 and 5.21 we have:
Theorem 5.22 (Completeness for MBCC). For any formula $\alpha$ in $\mathcal{L}_{\text {MBCC }}$,

$$
\mathrm{MBCC} \vdash \Rightarrow \alpha \text { iff } \alpha \text { is MBCC-valid. }
$$

Acknowledgments. We would like to thank the anonymous referees for their valuable comments and suggestions. This work was supported by JSPS KAKENHI Grant Numbers JP18K11171, JP16KK0007 and JSPS Core-to-Core Program (A. Advanced Research Networks).

## References

[1] Almukdad, A," and D. Nelson, "Constructible falsity and inexact predicates", Journal of Symbolic Logic 49. 1 (1984): 231-233. DOI: 10.2307/ 2274105
[2] Angell, R., "A propositional logics with subjunctive conditionals", Journal of Symbolic Logic 27, 3 (1962): 327-343. DOI: 10.2307/2964651
[3] Belnap, N. D., "A useful four-valued logic", pages 5-37 in G. Epstein and J. M. Dunn (eds.), Modern Uses of Multiple-Valued Logic, Dordrecht, Reidel, 1977.
[4] Belnap, N. D., "How a computer should think", pages 30-56 in G. Ryle (ed.), Contemporary Aspects of Philosophy, Oriel Press, Stocksfield, 1977.
[5] Buisman, L.. and R. Goré, "A cut-free sequent calculus for bi-intuitionistic logic", pages 90-106 in Proceedings of the International Conference on Automated Reasoning with Analytic Tableaux and Related Methods (TABLEAUX 2007), Lecture Notes in Artificial Intelligence 4545, 2007. DOI: 10.1007/978-3-540-73099-6_9
[6] Dunn, J. M., "Intuitive semantics for first-degree entailment and 'coupled trees' ", Philosophical Studies 29, 3 (1976): 149-168.
[7] Ferguson, T. M., "On arithmetic formulated connexively", IFCoLoG Journal of Logics and their Applications 3, 3 (2016): 357-376.
[8] Francez, N., "Natural deduction for two connexive logics", IFCoLoG Journal of Logics and their Applications 3, 3 (2016): 479-504.
[9] Gurevich, Y., "Intuitionistic logic with strong negation", Studia Logica 36, 1-2 (1977): 49-59. DOI: 10.1007/BF02121114
[10] Kamide, N., "Cut-free systems for restricted bi-intuitionistic logic and its connexive extension", pages 137-142 Proceedings of the 46th International Symposium on Multiple-Valued Logic (ISMVL 2016), 2016. DOI: 10.1109/ISMVL. 2016.11
[11] Kamide, N., and H. Wansing, "Symmetric and dual paraconsistent logics", Logic and Logical Philosophy 19, 1-2 (2010): 7-30. DOI: 10.12775/LLP. 2010.002
[12] Kamide, N., and H. Wansing, "Connexive modal logic based on positive S4", pages 389-410 in J.-Y. Beziau and M. Esteban Coniglio (eds.), Logic without Frontiers: Festschrift for Walter Alexandre Carnielli on the occasion of his 60th Birthday, vol. 17 of Tribute Series, College Publications, London, 2011.
[13] Kamide, N., and H. Wansing, "Proof theory of N4-related paraconsistent logics", Studies in Logic 54, College Publications, 2015. DOI: 10.1007/ s11225-017-9729-9
[14] Kamide, N., and H. Wansing, "Completeness of connexive HeytingBrouwer logic", IFCoLog Journal of Logics and their Applications 3, 3 (2016): 441-466.
[15] Łukowsli, P., "Modal interpretation of Heyting-Brouwer logic", Bulletin of the Section of Logic 25, 2 (1996): 80-83.
[16] Łukowsli, P., "A deductive-reductive form of logic: Intuitionistic S4 modalities", Logic and Logical Philosophy 10 (2002): 79-91. DOI: 10. 12775/LLP. 2002.005
[17] McCall, S., "Connexive implication", Journal of Symbolic Logic 31 (1966): 415-433. DOI: $10.2307 / 2270458$
[18] Nelson, D., "Constructible falsity", Journal of Symbolic Logic 14, 1 (1949): 16-26. DOI: $10.2307 / 2268973$
[19] Omori, H., "From paraconsistent logic to dialetheic logic", pages 111134 in H. Andreas and P. Verdée (eds.), Logical Studies of Paraconsistent Reasoning in Science and Mathematics, Trends in Logic 45, 2016. DOI: 10.1007/978-3-319-40220-8_8
[20] Omori, H., "A simple connexive extension of the basic relevant logic BD", IFCoLoG Journal of Logics and their Applications 3, 3 (2016): 467-478.
[21] Omori, H., and H. Wansing, "A web site on connexive logic", 2015. https://sites.google.com/site/connexivelogic/home
[22] Pinto, L., and T. Uustalu, "Relating sequent calculi for bi-intuitionistic propositional logic", pages 57-72 in Proceedings of the 3rd International Workshop on Classical Logic and Computation (CL \& C 2010), 2010. DOI: 10.4204/EPTCS.47.7
[23] Postniece, L., "Proof theory and proof search of bi-intuitionistic and tense logic", PhD thesis, The Australian National University, Canberra, 2010.
[24] Rauszer, C., "A formalization of the propositional calculus of H-B logic", Studia Logica 33, 1 (1974): 23-34. DOI: 10.1007/BF02120864
[25] Rauszer, C., "Applications of Kripke models to Heyting-Brouwer logic", Studia Logica 36, 1-2 (1977): 61-71. DOI: 10.1007/BF02121115
[26] Rauszer, C., "An algebraic and Kripke-style approach to a certain extension of intuitionistic logic", pages 1-67 in Dissertations Mathematicae, Polish Scientific Publishers, 1980.
[27] Rautenberg, W., Klassische und nicht-klassische Aussagenlogik', Vieweg, Braunschweig, 1979.
[28] Troelstra, A. S., and H. Schwichtenberg, Basic Proof Theory, Cambridge Tracts in Theoretical Computer Science 45, Second Edition, Cambridge University Press, 2000. DOI: 10.1017/CB09781139168717
[29] Vorob'ev, N. N., "A constructive propositional calculus with strong negation" (in Russian), Doklady Akademii Nauk SSR 85 (1952): 465-468.
[30] Wansing, H., "Connexive modal logic", pages 367-385 in Advances in Modal Logic, vol. 5, 2005.
[31] Wansing, H., "Constructive negation, implication, and co-implication", Journal of Applied Non-Classical Logics 18 (2008): 341-364. DOI: 10. 3166/jancl.18.341-364
[32] Wansing, H., "Falsification, natural deduction and bi-intuitionistic logic", Journal of Logic and Computation 26, 1 (2016): 425-450. DOI: 10.1093/ logcom/ext035
[33] Wansing, H., "Connexive logic", Stanford Encyclopedia of Philosophy, 2014. http://plato.stanford.edu/entries/logic-connexive/
[34] Wansing, H., "Natural deduction for bi-connexive logic and a two-sorted typed $\lambda$-calculus", IfCoLog Journal of Logics and their Applications 3, 3 (2016): 413-439.

Norihiro Kamide
Teikyo University
Faculty of Science and Engineering
Department of Information and Electronic Engineering Toyosatodai 1-1, Utsunomiya, Tochigi 320-8551, Japan
drnkamide08@kpd.biglobe.ne.jp

